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Last time we defined the Hecke operators ⟨d⟩, Tp. For convenience let N be fixed and write Γ1 for Γ1(N).

Proposition .0.1

For f ∈ Mk(Γ1), write the Fourier expansion as f(τ) =
∑

an(f)q
n where q = e2πiτ . Then we may

write the Fourier expansion of Tpf explicitly

(Tpf)(τ) = anp(f)q
n + 1N (p)pk−1an(⟨p⟩f)qnp.

where 1N is the trivial character of N evaluated at p. In particular if f ∈ Mk(N,χ) we have

(Tpf)(τ) = anp(f)q
n + 1N (p)pk−1χ(f)an(f)q

np.

Proof. A group theory exercise yields if p ∤ N then

Γ1

(
1 0

0 p

)
Γ1 =

p−1∐
j=0

Γ1

(
1 j

0 p

)

and if p | N then

Γ1

(
1 0

0 p

)
Γ1 = Γ1

(
m n

N p

)(
p 0

0 1

)∐ p−1∐
j=0

Γ1

(
1 j

0 p

)
,

where mp− nN = 1.

We’ll only do the p | N cosets first. Here we have

(Tpf)(τ) =

p−1∑
j=0

f

[(
1 j

0 p

)]
k

=

p−1∑
j=0

pk−1p−kf

(
τ + j

p

)

=

p−1∑
j=0

∞∑
n=0

an(f)

p
e2πin(τ+j)/p

=

p−1∑
j=0

∞∑
n=0

an(f)

p
µnj
p qnp

where µp = e2πi/p, qp = e2πiτ/p. We have that

p−1∑
j=0

µnj
p =

{
p if p | n
0 if p ∤ n

.

Thus this becomes

(Tpf)(τ) =
∑
n

apnq
n.

For the p ∤ N case we take

f

[(
m n

N p

)(
p 1

0 1

)]
k

= (⟨p⟩f)

[
p 0

0 1

]
k

(τ).
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This is ∑
n

pk−1an(⟨p⟩f)e2πinpτ =
∑
n

pk−1an(⟨p⟩f)qnp.

Proposition .0.2

If d, r ∈ (Z/NZ)× and p, q are prime the

• ⟨d⟩Tp = Tp⟨d⟩.
• ⟨d⟩⟨r⟩ = ⟨r⟩⟨d⟩.
• TpTq = TqTp.

Now we may define ⟨n⟩, Tn by

⟨n⟩ =

{
⟨n⟩ if (n,N) = 1

0 if (n,N) ̸= 1

Tn =
∑
ad=n
a|d

⟨a⟩

[
Γ1

(
a 0

0 d

)
Γ1

]
k

Tp2 =

[
Γ1

(
1 0

0 p2

)
Γ1

]
k

+ ⟨p⟩T1.

One may check this satisfies the recursion

Tpr = TpT
r−1
p − pk−1⟨p⟩Tpr−2 .

Then we can define Tn =
∏

i Tp
ri
i

where n =
∏

prii . Then

(Tnf)(τ) =
∑
n

am(Tnf)q
m

am(Tnf) =
∑

d|(m,n)

dk−1amn/d2(⟨d⟩f).

.1. Peterson Inner Product

Let τ = x+ iy, and write dν = dx dy
y2 , which is the “hyperbolic measure” on H. One can prove that dν is

actually GL+
2 (R)-invariant. This lets us integrate over H∗.

Recall we have the fundamental domain

D∗ = {τ ∈ H | |Re(τ)| ≤ 1/2, |τ | ≥ 1} ∪ {∞}.

We want to integrate on D∗. One may check that if φ : H → C is bounded and continuous then∫
D∗

φ(α(τ)) dν(τ)

converges, where α ∈ SL2(Z).
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Take Γ ⊆ SL2(Z) and write SL2(Z) =
∐

j{±I}Γαj . If φ is Γ-invariant then the following will not depend

on the choice of αj , ∑
j

∫
D∗

φ(αj(τ)) dν(τ) =:

∫
X(Γ)

φ(τ) dν(τ).

We may then define

VΓ :=

∫
X(Γ)

dν(τ)

Definition .1.1

We define the Peterson inner product of f, g ∈ Sk(Γ) to be

⟨f, g⟩ := 1

VΓ

∫
X(Γ)

f(τ)g(τ) Im(τ)k dν(τ).

We normalize by the volume so that the inner product remains the same over Γ1 ⊆ Γ2. It takes some work

but we must check φ(τ) := f(τ)g(τ) Im(τ)k is Γ-invariant.

Remark .1.1

We only need 1 of f, g ∈ Sk(Γ) to be bounded.

Exercise .1.1

We can see that

Im(γτ) =
Im(τ)

j(γ, τ)j(γ, τ)

φ(γ(τ)) = f(γ(τ))g(γ(τ)) Im(γ(τ))k Im(γ(τ))k

= f [γ]kj(γ, τ)
kg[γ]kj(γ, τ)

k
Im(γ(τ))k

= f(τ)g(τ) Im(τ)k = φ(τ).

Want: Mk(Γ1(N)) has an orthonormal basis of eigenvectors under {Tn, ⟨n⟩ | (n,N) = 1}. We want to

apply the spectral theorem, and we need Tn, ⟨n⟩ are normal.

Recall .1.2

The adjoint is defined by ⟨Tf, g⟩ = ⟨f, T ∗g⟩ we take T is normal provided that TT ∗ = T ∗T .

One can get a simultaneous orthonormal basis of eigenvectors using that these operators commute and some

linear algebra.

Here’s a fact: For any Γ, let α′ = det(α)α−1. Then

⟨f [ΓαΓ]k, g⟩ = ⟨f, g[Γα′Γ]k⟩.

This implies that

⟨p⟩∗ = ⟨p−1⟩.
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As the relevant matrix is represented as ( n s
N 0 p ) of determinant 1 and its inverse can be represented by a

similar matrix with p−1 in the bottom right. Then for T ∗
p w ehave

α =

(
1 0

0 p

)

α′ = p

(
1 0

0p−1

)
=

(
p 0

0 1

)

=

(
1 n

N mp

)−1(
1 0

0 p

)(
p n

N m

)
.

The left hand side is in Γ1(m) and the right hand side is in Γ0. Thus we have something like

Γ1

(
1 0

0 p

)
Γ1

(
p n

N m

)
.

Thus T ∗
p = ⟨p⟩−1Tp.
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