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.1. Oldforms and Newforms

Last time we defined the Peterson inner product on Sy (I'). We then showed Sk (I'; (IV)) has an orthonormal
eigenbasis under {7}, (n) | (n, N) = 1}.
We’ll work on the non-coprime case as welll We want to talk about modular forms “coming from lower

level.”

e If M | N we have a trivial inclusion Si(T'1(M)) < S(T'1(INV)) because I'; (M) 2D T'y(N).
e Now suppose d | N/M, and let ag = [d9] (the action is ag7 = dr). Then if f € Sp(I'1(M)) then
flaalk € Sk(T1(dM)) C Sk(T1(N)).

Proof. Fix v € T'1(60M). Then we compute that

b0

Thus since ¢ contains a factor of § we have this conjugate lies in T'; (M).

¢

Thus for each d | N we may define
tq : Sp(T1(Nd™1))? = Sp(T'1(N))
(f,9) = f+ gloak-

Definition .1.1
We call the oldforms

Sk(rl(N))"ld = span(im(tp) : p | N prime).

We define the newforms Sy (I';(N))°!d as the orthogonal complement of the oldforms under the Peterson

inner product.

Proposition .1.1

For all n € Z~q, these spaces are stable under {T,,, (n)}.

Proof. Let p | N. Case 1 is to take (d,N) =1. Let T'= (d) or T = T}, for p’ # p. Then we can consider the
diagram
S 1yy2 [0 7] —1y\2
k(T (Np™))? —— Se(D(Np™))

Se(T1(N)) ——— Se(I'1(N))

Showing this commutes is shows that the oldforms remain oldforms. For T' = (d)y, we can show (d)n =
(d) Np-1 = [op){d) n[ap] 7. For the other case one must check T} n,-1 = Tp n. Checking the compatibility
with [, is frankly awful. We check Dirichlet character by Dirichlet character. That is we check for
g € Sk(Np~1, x) that we have

(TpCNp*lg)[O‘p] = Tp’,N(g[ap])-
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We can check this at the level of Fourier series.
The one thing we haven’t checked is T}, as all other operators are zero or combinations of these via

multiplication (and recursion for say T),2. We do the same thing with a different matrix. Namely

[ Ty Pk71 I

Sk(Ty(Np~1)2H 22 5 g, 0y (Np~1))?

STy (V)) ——5—— Si(T1(N))

Proof for newforms is to show oldforms are invariant under (n)*, 7. The only interesting case is T),, (n, N) >
1; THen we have T}y = wT,w™!, where w = [ % 5],
We then need to suffer through the computation that

0 pF 2w
Lp [¢] = w o Lp.
w 0

¢

Corollary .1.2
S1. (T (N))°dnew each have an orthonormal basis under {7}, (n) | (n, N) = 1}.

Consider Ly : d'~*[ag]. Then on Fourier series this acts very simply

oo o0
g anq"™ E anqd".
n=1 n=1

Thus if f € Ly, then a,(f) =0 for d{n. Then to have f € span(im L, | p | N) we must have a,,(f) = 0 for
all (n, N) = 1.
Theorem .1.3 (Main lemma, Atkin-Lehmer)
The converse is true. That is if a,(f) = 0 for all (n, N) =1 then f € span(im L, | p | N).

(1) )

LM = M*ay}] : Sk(T1(M)) — Sp(TH(N))

Proof of 1st Reduction. Define

—
=
=
I
——
R
o Q
/L o
N~
I

Fact: an['1(N)ay' =TY(N).

We can consider a map

which sends 3 a,¢" to 3 a,q?, where gy = €>™7/M . Then in fact the following diagram commutes where
N =dM,

Sp(T1(M)) —24 S, (T1(N))

Sy(T (M) 5> ST ()

by computing via Fourier series
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Y ang" ——— Y g™
Z anqn/M Z a qn/M Z a qdn/N

Incl
Thus the main lemma amounts to saying that if f € Si(T*(N)), f = >, an(f)g% with a,(f) = 0 for all
(n,N) =1 then

fe Zsk Y(Np™)) € Sk(TH(N)).

¢

Proof of Second Reduction, projections. We work in I'(N). For d | N define
Lg=Ty(N)NTYNd™).

Fact: T'(IV)\I'y has representatives

We’ll define the following

=
16N/d
feyg Lo ™Y1,
b=0
o0
> angh Y angy
n=1 n,d|n

We then can define
m=[]dd-mp).
p|N

This kills everything that’s not coprime to N. Thus the condition for the Main Lemma is that f €
Si(TYH(N)) Nker(w). We can then apply some linear algebra

ker m = ker H (Id —mp) Zker (Id —mp) Zim(wp).

p|N p|N p|N

But wait we know that im(m,) = Si(I'p). Thus for our reduction we need to show that

)N SHTHN)NTO(Np ™) = ST (Np ™).

p|N p|N

¢

The D inclusion is true from previous discussion.
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Proof. We know G = SLy(Z/NZ) acts on S(I'(N)). We want to think of the spaces above as various fixed
points of G. Write G =[], G; =[], SL2(Z/p;*) where N =[], pi*. We then define H; as

H; =T"(p")/T(p§")
and H =[] H;. Define

_ Di(p) N0 )
I'(p;*

Fact:

The third reduction becomes

SHTV) 1Y ST = 37 S TV)).

¢

Now were looking at G acting on Si(T'(N)), we know that
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