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Part A. Introduction to Manifolds

In layman’s terms, a manifold is a topological space that looks locally like Euclidean space R™. The
number n is called the dimension of the manifold, and it must be constant across the manifold, spaces like
the disjoint union of a sphere and a circle are not manifolds.

Here is what we mean by locally homeomorphic, we can unbend and strech the blue section into the right
hand side, which is a copy of R.

But to a topologist, a small section of a corner is like R™. However, as an analyst, these is not diffeomorphic.
To a topologist the square is the same as a circle, but not to an analyst:

If we allow for such objects with corners, we obtain topological manifolds, that is spaces that are locally
homeomorphic to R”.

However, we cannot do calculus on such manifolds. For this, we will need to introduce an additional
structure called a smooth structure to obtain a smooth manifold.

If we further would like to measure distance on such manifolds, another structure is needed. This is given
by a Riemannian metric, making the manifold into a Riemannian manifold

I. Topological Manifolds
1.1. The Basic Definition

Definition I.1.1
Suppose M is a topological space. We say M is a topological manifold of dimension n (or an
n-manifold) if it has the following properties:
(1) M is Hausdorff (i.e. if p # g € M then there exists disjoint neighborhoods U and V of p and ¢
respectively)
(2) M is second countable (i.e. there exists a countable basis of the topology)

A basis is a collection of open sets {O;} such that if U is open in M and x € U then there
exists some O, so that z € O, CU.

(3) M is locally Euclidean of dimension n. L.e. every point p € M has a neighborhood U C M that
is homeomorphic to an open subset of R".

More explicitly, for each p € M there exists a homeomorphism ¢, : U, — V}, for some open
subset U, of M and some open subset V}, of R". The particular choice of homeomorphism is
not part of the data of the manifold, but it also doesn’t really matter if it were for topological
manifolds. This will come up however for smooth manifolds.

Remark I.1.1

Condition (3) is the main condition, (1) and (2) are added to avoid pathological behaviors. Some
books do not adopt both of them

(3) means that for each p € M there exists an open set V'
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Definition 1.1.2 R

A coordinate chart on a space M is a pair (U, ¢) where U C M is open and ¢ : U — U C R" is a
homeomorphism.

U is often called the domain of the chart, and ¢ is called a local coordinate map since it gives
coordinates to every point ¢ € U via ¢(q) = (2'(q),...,2"(q))

Further, if U is a ball in R"™, then (U, ¢) is called a coordinate ball.

A collection of coordinate charts (Uy, @) such that {U,} covers M is called an atlas, and such an
atlas makes M into a topological manifold.

Remark 1.1.2
By definition, for a manifold M every point p € M belongs to the domain of a coordinate chart.

Definition 1.1.3
Question Suppose (U, ¢) and (V, ) are two coordinate charts such that U and V intersect.

"

%U/) V) (//( Uﬂ’o

This gives a map o ¢~ : p(UNV) — (U NV). This map is a homeomorphism and we call this map
a transition map between the two coordinate systems on U NV.

Example I.1.1 (Graphs of continuous functions)
Let U C R™ be open and let ' : U — R¥ be a continuous function. Then the graph
Tr={(z,y) €U xR* |y = F(x)} CR" x R*

is a topological manifold with the subspace topology. Clearly I' is both Hausdorff and second countable
because it is a subspace of R™ which is both Hausdorff and second countable.
Let m : R” x R¥ — R™ be the projection 7 (z,y) = x and let ¢ : I' — U be the restriction of 7.
Then (T'r, ¢) is a coordinate chart, since the inverse given by ¢~!(z) = (z, F(z)) is also continuous.
Therefore T'r is a topological manifold and (T, ¢) is a coordinate chart and an atlas.

Example 1.1.2 (Spheres)
Let S® C R™*! denote the unit sphere:

Sn:{($17...,1‘n+1)€Rn+1 |1€+$§++$72l+1:1}

with the subspace topology.
S™ is in fact a topological manifold. Again, it is Hausdorff and second countable as in the previous
example. Define the open sets:

U’L+ = {(.’L'l,-..7.'1/'n+1) ES"|$1 >0}
Ui_ = {($1,...7$n+1) es” | Z; < 0}

Then simply note that Uii is the graph of the function:

T = :I:\/l— (@2 + - T2 + Tppr)?
Here we use the notation:

o n
(1,22, .., iy ooy Tpg1) = (X1, %2, 00, T 1, Tig 1y oo Tpy1) €ER
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Hence, each UijE is locally Euclidean, and the coordinate maps qﬁt : Uii — B(0,1) given by ¢ii :
(1, Ty, Tpy1) give us coordinate charts (U, ¢3)
Therefore S™ is a topological manifold. Great ®
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1.2. Back to Manifolds

Last time, we defined topological manifolds in definition I.1.1. To remind us:

Definition I.2.1
Suppose M is a topological space. We say M is a topological manifold of dimension n (or an
n-manifold) if it has the following properties:
(1) M is Hausdorff (i.e. if p # g € M then there exists disjoint neighborhoods U and V of p and ¢
respectively)
(2) M is second countable (i.e. there exists a countable basis of the topology)

A basis is a collection of open sets {O;} such that if U is open in M and x € U then there
exists some O, so that z € O, CU.

(3) M is locally Euclidean of dimension n. Le. every point p € M has a neighborhood U C M that
is homeomorphic to an open subset of R".

More explicitly, for each p € M there exists a homeomorphism ¢, : U, — V,, for some open
subset U, of M and some open subset V}, of R". The particular choice of homeomorphism is
not part of the data of the manifold, but it also doesn’t really matter if it were for topological
manifolds. This will come up however for smooth manifolds.

Definition 1.2.2 R
We call (U, ¢) a coordinate chart where U is open in M and ¢ : U — U is a homeomorphism onto an

open subset of R™.
A collection of coordinate charts which cover M is called an atlas

One last example of topological manifolds!

Proposition 1.2.1
Suppose that My, Ms, ..., M} are topological manifolds of dimension ny,ng, . ..,ng. Then My x My X
-+ X My is a topological manifold of dimension n; + ng - - - + ng.

Proof. Hausdorffness and second countability are not too hard to show.
If (Uy, 1), .., (Ug, dr) are coordinate charts on My, ..., My then (Uy X - xUg; 1 X - - @) is a coordinate

o
chart on My x --- M. v

Example 1.2.1
In particular, the torus TF = S* x --- x S! is a topological manifold.
—_——

k times

II. Smooth Manifolds
I1.1. Motivation

One cannot make sense of derivatives on topological manifolds. To make sense of derivatives and to be able
to do calculus on manifolds, we need an extra structure. This structure will be called a “smooth structure”

To motivate the definition below: suppose we try to define a smooth (or differentiable) function on a
topological manifold M, say f : M — R. Naturally, we shall require that if ¢ : U — U is a coordinate chart,
then fog¢~!:U C R"® — R is smooth.

While this seems to be the only plausible definition, it is not well-defined on topological manifolds. Why?
Well suppose you have another coordinate chart (V) such that U and V intersect.
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Now note that ¢ and v are defined on U N V. For & € (U N'V) we have:
fo™t=(fog ) o(poy™)
Now poyp~t:p(UNV)CR® = ¢(UNV)CR™ But wait! If fo ¢! is required to be smooth, then the
only way to guarantee that f o1 ~! is smooth would be to guarantee that ¢ o ¢~! is a smooth map itself.
Otherwise, we get two different notions of smoothness with respect to (U, ¢) and (V, ).
This condition is not necessarily true on topological manifolds, which only guarantee that ¢ o ~! is a

homeomorphism.
Conclusion: In order to define smooth functions on a topological manifold, we need the following;:

I1.2. Definitions

Definition II.2.1

If (U, ¢) and (V, 1) are two coordinate charts and U NV is nonempty, then we require that the map
pop™t i p(UNV) — ¢(UNV) is a diffeomorphism, noting that this is a map between open sets in R™.
Note that a diffeomorphism is a smooth map with smooth inverse.

This condition is called smooth compatibility

Definition I1.2.2
A smooth manifold is a topological manifold equipped with a particular atlas whose coordinate charts
are smoothly compatible. Such an atlas is called a smooth atlas. In other words, a topological space M
is called a smooth n-manifold provided that:
1) Tt is Hausdorff
2) It is second countable
3) It is locally Euclidean, i.e. for each p € M there exists an open neighborhood U C M of p and
o:U— UCR"a homeomorphism onto an open neighborhood U. (U, ¢) is called a coordinate
chart
4) We have a particular atlas on M such that if (U, ¢) and (V) are two charts in the atlas such
that UNV # () then g o™ : p(UNV) = ¢(UNV) is smooth. It is enough to just check
smoothness because it will be a diffeomorphism by switching the role of (U, ¢) and (V).
We say (U, ¢) and (V, ) are smoothly compatible. The atlas on M is then called a smooth
atlas
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Remark I1.2.1
A C*-manifold is defined exactly as above but replacing the word smooth by C*. That is we require
the transition maps in the atlas to be C* and we call such an atlas a C*-atlas.

Definition I1.2.3
Let M be a smooth (resp. C¥) manifold. A smooth (resp. C*) function f : M — R is one that

satisfies the condition f o ¢~!: U — R is smooth (resp. C*) for any coordinate chart (U, ¢) on M such
that U = ¢(U) C R™.
Thanks to smooth compatibility, this definition makes sense.

Remark I1.2.2

The above definition of a smooth manifold says that a Hausdorff, second countable topological space
is a smooth manifold if and only if it admits a smooth atlas.

However, two smooth atlases might give the same notion of what a smooth function on the manifold
is, and in such cases we would like not to distinguish between between the resulting smooth manifold.

Example I1.2.1
(R%,1d) is a smooth atlas on R¢. Similarly, {B(z,1),Id},cge. However they yield an equivalent
notion of smooth functions. We would like to consider these two smooth atlases to be the same

Definition I1.2.4
We say that two smooth atlases Ay = (Uy, ¢o) and Ay = (V3,13) are equivalent if their union atlas
A= A; U A, is also a smooth atlas

Exercise 11.2.2
This is equivalent to saying that (U,, ¢o) and (V3,15) are smoothly compatible for each o and £.
) 5 ar) Pa By W3 )
Furthermore, this is an equivalence relation on smooth atlases.

Definition I1.2.5

This gives equivalence classes of smooth atlases on the same topological manifold M. Each such
equivalence class contains a unique maximal smooth atlas A,.x (maximal = one that is not contained
in any strictly larger atlas). This means that if (U, ¢) is a chart that is smoothly compatible with every
element of Apax then (U, ¢) € Amaxi, Such an atlas is called complete

As such, strictly speaking one should define a smooth manifold as a pair (M,.A) where M is a
topological manifold and A is a maximal smooth atlas on M. A is called a “smooth structure” on M.

Example I1.2.3

Another smooth structure on R. Consider the single chart (R,) where 1(z) = z3. This gives a
smooth atlas on R, and hence a smooth structure that is different than the standard structure given by
the chart (R,Id).

Indeed ¢pop~1(y) = y'/3 is not smooth with ¢ = Id, and so these smooth structures are different.
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Review

A smooth manifold M is a topological manifold equipped with a smooth atlas, that is a collection of
smoothly compatible charts (Uy, ¢o) that covers M.
(Ua, o) and (Ug, pg) are smoothly compatible if:

fnv)

The transition map ¢, o gogl 2 0p(Ua NUg) = @u(Us NUp) is a diffeomorphism. That is it’s smooth and it
has a smooth inverse. This covered automatically if it’s smooth when we're talking about an atlas, because
we can just swap the role of « and .

A topological manifold M may be equipped with different atlases A; and As which give different smooth
manifolds (M, A;) and (M, Ag).

We defined an equivalence relation on atlases. Namely A; ~ As whenever A; U Ay is a smooth atlas. This
is equivalent to saying that if (U, ) € Ay and (V,v) € Ay then (U, ¢) and (V, 1) are smoothly compatible.

For the purposes of this class we identify (M,.A;) and (M, As) when A; and A, are equivalent. Since
every equivalence class of a smooth element has a unique maximal element A,,., we can describe any smooth
manifold as a pair (M, Amax) where M is a topological manifold and Ap,.x is a maximal smooth atlas. We
call such a maximal smooth atlas a smooth structure.

Exercise 11.2.4 (Homework)

Show that every smooth atlas of M determines a unique maximal smooth atlas

Definition I1.2.6 (Notational Convenience)
(U, p) is called a smooth coordinate chart. U is called a smooth coordinate domain (a smooth

coordinate ball if U € R" is a ball)

If p e U, then ¢ = (', 2%,...,2™) is called a local coordinate representation near p.

’ ¢ c®

~
U

] | ~

[ ML=

;o

We offon Hink of Ul O
o de’LPJ fkrsuql P
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11.3. Examples of Smooth Manifolds

Example II1.3.1 (Trivial Examples)
Let’s find some very easy examples first:

(1) Zero dimensional topological manifolds are countable discrete spaces, since R is a singleton,
and so each point p has a neighborhood U which is homeomorphic to R?. U must be equal to
{p}. All charts on M are trivially smoothly compatible, so countable discrete spaces are also
smooth manifolds of dimension zero.

(2) Euclidean space R™ is a smooth manifold via the coordinate chart (R™,Id). This single chart
gives us a smooth atlas on R” since any single chart is trivially compatible with itself. Therefore
R™ is a smooth manifold.

Remark I1.3.1
If a topological manifold can be covered by a single coordinate chart, then the smooth compatibility
condition is trivial, so it is automatically a smooth manifold.

Example II1.3.2 (Less trivial examples)
Let’s find a bit more interesting examples!

(3) Finite dimensional vector spaces V over R are smooth manifolds. Let V' be an n-dimensional
vector space. We saw in 395 that all norms on V' determine the same topology. We just let
Ei,...,E, be a basis of V and let (V%) be the coordinate chart defined by ¢ : V — R™:

U L inE]— =: 2’ E;
j=1

Where we have adopted the Einstein notation, which says that repeated indices that appear
once above and once below are summed from 1 to the dimension n. Note that this will be a
homeomorphism since 9 and 1! are linear, and all linear maps between normed vector spaces
are continuous.

This gives a smooth atlas and hence a smooth structure on V. This structure is independent
of the choice of the basis. To see this let Fy, ..., E, be any other basis and denote by ¢ : V" — R"
given by o~ 1(zl,... 2") = > x’EJ It is enough to check that (V, ) and (V, ¢) are smoothly
compatible, but note that these are linear maps, so any composition ¢ o~! : R® — R"™ or
o !t :R" — R"” will be linear, and all linear maps are smooth.

One could check this by hand by writing the following, adopting Einstein notation:

E; =Y AlE; = AlE;
j=1
poyp Hat .. a") = p(2'Ej) = @(xjAé?Ek)
= (Z(mjAf)Ek>
k=1
(G AL G A2 j An
= (27 Aj, 27 Aj,..., 27 AT)
(4) Recall that we showed the sphere S™ is a topological manifold with charts (U, o) with:
Ut ={(21,...,2,) €S" | z; > 0}
Ui_ = {(xl,...,xn) es” ‘ Z; <0}
of U - B(0,10CR"

¢§E:W1'|Uf

10
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Where we've taken m; : R**1 — R" as the orthogonal projection in the direction of e;. Clearly
U nU; =0 for all i. We only check on U;" N Uj+ since the other cases are similar:

ero (e .y = (=)
—_———

j-th entry

~ / 2
:(y17"'7yia"'7 1_|y|77yn)
1

Clearly this is smooth on B(0,1). You can check it similarly for ¢; o ()~ and oo ;)
Therefore (U, ¢;) is a smooth atlas which defines the standard smooth structure on S™.

Remark I1.3.2
In Einstein notation, we will also denote basis vectors with lower indices (like E1,..., E,) and the
components of a vector with upper indices 2!, ..., z", so that a vector is writtena s 2*E;.

Example I1.3.3
Let’s get some more examples!
(5) Let M be a smooth n-manifold and let U C M be open. Now suppose that A is a smooth atlas
on M. THen define an atlas as follows:

Av ={UNV,¢|,n) | (Vip) € A}

This gives a smooth atlas on U since restrictions of smooth maps are smooth. This gives U a
smooth structure, with which U is called an open submanifold of M.

(6) We can have matrix manifolds! Let M (m x n,R) denote the vector space of (m x n) matrix with
real entries over R. This gives it a standard (vector space smooth structure. For convenience
we also write M (n,R) := M(n x n,R).

Furthermore any M (m x n,C) has complex (m x n) matrices which is a vector space over R
of dimension 2mmn, so it is a 2mn dimensional manifold.

(7) The set of all invertible (n x n) matrices GL(n,R) is an open subset of M (n,R) and hence by
the above two examples it is a smooth manifold. Note that this is an open subset because the
determinant is continuous on M (n,R).

(8) Smooth product manifolds. If Mj,..., M} are smooth manifolds of nq,...,ng, we saw that
M X --- x My is a topological manifolds with charts given by (Uy X - -+ X Ug, 1 X « -+ ©k).

We then check compatibility given compatibility for the charts fromM;, ..., M,. This is
because:

@ x X op(p1, k) = (2(p1)s -+ -5 0(pr))
(¢1><"'X¢k)©(<ﬁ><"'><<Pk)_1=(1/)10<ﬂ1_1)><"'><(¢k0¢;1)

And this is smooth in each coordinate.
(9) By the previous example the n-dimensional torus T" = S! x ... x S! is a smooth n-manifold.

11
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Back to Lecture!

We will continue our discussion of smooth manifolds. We recall the three conditions we need from these
in definition I1.2.2:

(1) Hausdorff second countable topological spaces
(2) Locally Euclidean
(3) Equipped with an atlas such that all transition maps are smooth (diffeomorphisms)
These are C*°-manifolds. We cna also talk about C"-manifolds (r > 1) replace the smoothness condition for
transition maps by a C"-condition.
Last time, we saw many exaples of smooth manifolds. This time we want to give one more example:

1I.4. Submanifolds of R™
Definition I1.4.1
Let M C R™. Suppose that for each p € M there exists an open set U C M (in the subspace topology)

and a map ¢ : U — R” such that:

a) ¢ is a homeomorphism from U onto U = ¢(U).

b) ¢! : U — R™ is of class C" and Dyp~! has rank n

c¢) If (V,4) is another chart such that U NV # (), then:

YoplipUNV) = p(UNV)
is a C"-diffeomorphism

Then M is called a C"-submanifold of R™. If » = co then M is called a smooth submanifold of R™

Remark 11.4.1
We have a few nice properties:

1) Clearly by a) and c¢) any smooth (or C”) submanifold of R™ is a smooth (or C" manifold)

2) In fact, condition c) above is redundant. You can use a) and b) to prove c¢). Likewise you can
use a) and ¢) to prove b). We’ll discuss that when we talk about manifolds with boundary in
the next section. We’ll discuss that when we talk about manifolds with boundary in the next
section. R

3) Consider the case when n = 2. The condition that ¢! : U — R™ satisfies Dy ~! has rank 2
means the following:

Set a = ! U — R™,

et &= qg ? Cj—:) f:?m@} \{LH:)
y ® Ao

A |

A o

24
KL—%_?T H Y, &)

—

Da having rank 2 means that % and g—z are independent vectors. Recall that g—‘;‘ is tangent to
the curve:
7 (t) = a(a + tey)

And ‘3—2‘ is tangent to the curve 7o(t) = a(a + tes). Then 22 and g—z span a 2-dimensional

“tangent plane” to M at the point p = «a(a).

12
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ITI. Manifolds with boundary
III.1. Definitions

We saw that an open subset of a manifold M (like R™) is also a manifold. What about closed subsets?
For example, look at the closed unit ball B(0,1):

Then if we pick x such that |z| < 1 then locally we look like and open subset of R™. However for |z| = 1,
then locally near x, M does not look like an open neighborhood of R™
In fact, what this looks like (standing at z) is an open subset of “half-space” (x!,22,...,2") with 2™ > 0:

% =0
//Z/% )

X

(>

This motivates a few definitions:

Definition III.1.1
We define the closed n-dimensional upper half space

H" CR™ = {(z',...,2") | 2" > 0}
IntH" = {(«',...,2") | 2" > 0}
OH™ = {(x',...,2™) | 2" = 0}

Great!

Definition II1.1.2

A topological manifold with boundary is a Hausdorff, second countable topological space such that
each point p € M has a neighborhood U that is homeomorphic to a (relatively) open subset of H".

That is, there exists a homeomorphism ¢ : U — U where U C H™ is an open subset in the subspace
topology on H"

(U, o) is called a coordinate chart. If U C Int H"™, this is called an interior chart, and otherwise it is
a boundary chart.

Recall: U is relatively open in H™ if and only if U =V NH" where V is open in R™. Two cases:
e We can have an interior chart U N 9H" = () then U is open in R™
e Otherwise we have a boundary chart when U N OH" £ ().

Warning: There can be points which have an interior and a boundary chart around them.

To define smooth structures on such manifolds with boundary we need to recall what it means for a
function on an open subset U of H" to be smooth. This is clear when U is open in R (i.e. UNAOH = 0).
What about if U N OH™ # ().

Definition II1.1.3

We say that a function f : U — R™ is smooth (or C") on a I’lethClY open set U C H™ provided that
there exists an open set V' C R™ that contains U and a function f : V — R™ that is smooth (or C7)
which extends f. Aka:

r=7.
U

In other words, f admits a smooth (or C") extension

13
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Exercise I11.1.1
If f is smooth on U if and only if f is smooth on Int U and f and its derivatives are continuous on U.
Where we take interior with respec to R”.

Definition ITI.1.4 (Smooth manifold with boundary)
A smooth manifold with boundary is a topological manifold with boundary equipped with a smooth
atlas, i.e. a collection of charts (U,, ¢, ) that cover M and such that the transition map:

Po © SOEI : @B(Ua N U[)’) — @(Ua N Uﬂ)

are smooth.

Remark ITI.1.1

As before, we identify manifolds with boundary that have equivalent atlases. Thus, strictly speaking,
a smooth manifold with boundary is a topological manifold with boundary equipped with a maximal
smooth atlas called a “smooth structure”

We recall that (U, o), (Va,15) are equivalent if and only their union is also an atlas, which holds
if and only if every (U,, ¢o) and (Vg,13) are smoothly compactible.

Remark ITI.1.2
Every smooth submanifold (definition I1.2.2) is a smooth manifold with boundary. Ultimately, this is
because R" is diffeomorphic to Int H” via the map:

(xt, 2?2 e (2t e

—_—

and hence any chart (U, ¢) with o(U) C R™ can be replaced by a chart (U, @) such that o(U) C Int H".
This will form a smooth atlas for a manifold with boundary if we start with a smooth atlas for a manifold.

In other words, manifolds from the previous section are nothing but manifolds with boundary all of
whose charts are interior charts.

Definition III.1.5

A point p € M is called a boundary point of M if its image under some smooth chart (U, ¢) is in
OH™. We then call 9M the set of boundary points.

On the other hand a point p € M is called an interior point of M if its image under some smooth
chart (U, ¢) is in Int H". We then call Int M the set of interior points.

Here are some nice pictures of an interior point p € M and a boundary point ¢ € M:

v

‘T@

W)

Exercise I11.1.2
Let M be an n-manifold with boundary. Then Int M is a n-manifold without boundary. Here is a
picture to help with the proof:

14
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5

s J
I/‘{’_E}m"

Exercise I11.1.3

Show that the above definition is well-defined. That is, if you have an interior point (or boundary
point) with respect to some chart (U, ¢) then it is an interior point (or boundary point) with respect to
any other chart (V). We will also do this next time!

15
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Last time we defined manifolds with boundary, and we can recall this at definition I11.1.4
We also defined interior points, which we recall now at definition ITI.1.5.
In summary, we say:
Definition II1.1.6
p € M is an interior point if there exists a chart (U, ¢) such that ¢(p) € Int H”. Equivalently, there
exists a chart (U, ¢) such that ¢(U) C Int H" or in other words ¢(U) is open in R"™.
We include pictures:

"__?‘\
g 4 %
Him (D’;q?) & A ooited comdinate chait
& oll) € L+H"
A point p € M is called a boundary point (we say p € M) if there exists a coordinate chart (U, ¢)
such that o(p) € OH™:
H — H“
' A
2. J
P6)

Remark IT1.1.3
These two definitions are mutually exclusive, in the sense that we cannot have two coordinate charts
(U, ¢) and (V,4) such that p € UNV and ¢(p) € Int H™ and ¢(p) € OH".

Proof. Why? As we discussed above, we may assume that ¢(U) C Int H" by shrinking U as needed by the
above. Then look at oo~ : (U NV) — »(UNV). We see that p(UNV) C ¢(U) C Int H" will be open
in R™ since (U NV) is also open in H™.

Since ¢ op~!is a C” diffeomorphism on an open subset O = (UNV) of R™ and D(v, ¢~1) is non-singular.
By the inverse function theorem we can conclude that (¢ o p=1)(0O) is open in R™. This in fact shows that
(U NV) is open in R™, so ¢(U N'V) does not intersect the boundary of H". This leads to a contradiction if

1 (p) lies on this boundary. v
The conclusion is that a manifold M with boundary is the disjoint union of its interior and its boundary

Remark IT1.1.4
Int M and OM defined here might not be the same as the topological interior or boundary of M in
the case when M is a subset of another topological space.

Example II1.1.4

Take M = B(0,1) C R™. In Homework 3 we will show that this is a manifold with boundary. In this
case we have OM = S"~1

But if we regard M as a topological space by itself, then the topological boundary of M is the empty

set.
In other words, smooth manifolds have a more intrinsic notion of boundary than the one we get from

topology

Theorem III1.1.1
Let M be a smooth n-manifold with boundary. Then Int M is a smooth n-manifold without boundary.
Similarly, if OM # () then OM is a smooth (n — 1)-manifold without boundary.

16
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Proof. The statement about Int M we already proved by the picture above where we showed that if p is an
interior point then we can find some chart (U, ¢) around p so that ¢(U) is an open subset of R™.

To show that OM is a smooth (n — 1) manifold we first note that it inherits the Hausdorff and second
countable properties from M. It remains to exhibit a smooth atlas.

Let (Uy, o) be a smooth atlas of M. Consider the charts U, such that U, N OM # () (equivalently

U, NOH™ £ ().)
Let V,, = U, NOM. Obviously {V,} covers 9M. We note that ¢ : U, — U C H", and ¢, maps V,, to the
set U NOH™ = U, N {z™ = 0}. Therefore, we can write gaa|v = (Ya, 0).

Claim
The collection of charts (V,,%,) is a smooth atlas for OM.

From the above we see that ¢, : V,, — 17,1 = 1Yq(Va), and (V) = (7a N {z™ = 0}, and so since [7,1 is open
in H"® we know that ‘7& will be an open subset of R"~!

1, is continuous, since it is the restriction of a continuous function. Also note that 1, is the restriction
of 2! to (V,,0), and so it is also continuous, hence 1, is a homeomorphism.

It remains to show that for any «, 8 such that V,NVp # () that the map v, owgl 2 Ya(VanVa) = o (VaNVp)
is a smooth diffeomorphism. We note that:

7/16_1:<p,gl )‘/70401/’5_1 gﬁaﬂ{xn:O}:(‘Afavo)

(V.0

o © _1, 0) = pq 0 = o © P
(Va0 thg ,0) = paoty =@ao0pg o)
Since wgl(x) always lies in OM. This shows that v, o 1/151 is the restriction of a smooth function, and

therefore it is smooth itself. The same holds for 15 o 1!, and so ¥, o wﬁ_l is a smooth diffeomorphism as
well. —

I11.2. Submanifolds of R? with boundary

Definition II1.2.1
Let M C R% We call M a C"-submanifold of R? with boundary of dimension n provided that that
for each p € M there exists an open set U C M and a map ¢ : U — H" so that:

a) ¢ is a homeomorphism from U onto U= ©(U) which is an open subset of H"
b) ¢ !:U — R is of class C" and Dyp~! has rank n
c¢) If (V,4) is another chart such that U NV # () then:
Yo lipUNV) = p(UNV)
is a C" (or smooth) diffeomorphism.
Great! Of course if we take r = oo we get a smooth submanifold of R? with boundary

Remark III.2.1
By part ¢) any C"-submanifold of R is a C"-manifold with boundary

The following propositions tells us that condition c) is actually redundant. In fact a), b) = c¢) and also
a),c) = b)

Proposition II1.2.1
Suppose M C R satisfies conditions a) and b) in the above definition. Then condition c) is automat-
ically satisfied.

Proof. We have to show that if (V) and (U, ¢) are two coordinate patches satisfying V N U # (), then the
map:

Yo l:ipUNV)=ypUNV)

17
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Is a C"-diffeomorphism. Since both 9 and ¢ are homeomorphisms we know that 1)o@ ~! is a homeomorphism.

It is then sufficient to show that 1) o p~! is of class C", since the same argument will apply to ¢ o ~!, which
is the inverse function, showing that 1) o ¢! is a C"-diffeomorphism.

We will show this by working locally for every point lying in (U NV) there is an open neighborhood of
that point on which w X% ~lis a C" function.

We know that ¢~ : U — R% s of class C". It is sufficient to show that for each p € V' there exists an open

neighborhood V C R? and a C” function 1/1 V — R™ such that 1 is the restriction of 1/) to the set V' N V .

This would imply that ¢ o~ ! = w o ¢~ which will be a composition of two C" functions, so it must have

been C”. Here we have 1)o@ ~!: ¢(U N V NV,) = (U NV NV,). In this case, we know ¢(U NV NV,) will
be a neighborhood of pif pe UNV.
Here is a picture:

a4 ~
V
f r//l
Vo
Y=

To prove that, we argue as follows. Let 29 = 9(p). Since D1~ (zg) has rank n, then D1~ (zo) has n linearly
independent rows. Let us say, for the sake of concreteness, that these are the first n rows. Let 7 : R4 — R”
be the projection on the first n coordinates. Consider then g = mo~! : V — R" is a C"-function such that
Dg(x0) is invertible, since it has the first n linearly independent rows of Dy ~1(x(). Here’s a nice picture
again:

!

Al
A

By the inverse function theorem, there exists an open neighborhood V' of 29 and a neighborhood S of 7(p)
so that g is a C" diffeomorphism from V' — §. This means that g~ : S — V' exists and is C” and also
=g tomron VNal(S). But g~! o7 is defined as a smooth function on all of 7=*(.S), which is open in

r " Y

R?. Now taking ‘7p =7"1(9) and ¥ = g~ o gives the needed claim. v

18
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Back to Lecture!

We recall the definition of submanifolds of R? given at Definition I11.2.1. For convenience we restate this
definition:
Definition II1.2.2
Let M C R%. We call M a C"-submanifold of R? with boundary of dimension n provided that that
for each p € M there exists an open set U C M and a map ¢ : U — H" so that:

a) ¢ is a homeomorphism from U onto U = o(U) which is an open subset of H"
b) ¢! :U — R is of class C" and Dyp~! has rank n
c) If (V,4) is another chart such that U NV # () then:
Yo lip(UNV)—=p(UNV)
is a C" (or smooth) diffeomorphism.
Great! Of course if we take r = 0o we get a smooth submanifold of R? with boundary. We also have
that condition c) is redundant in the presence of a) and b).

Theorem I11.2.2

Let O be an open subset of R™ and let f : O — R be of class C". Let M be the set of points
{z | f(x) =0} and N be the set of points {z | f(z) > 0}.

Now suppose that M is non-empty and D f(z) # 0 at each point € M. Then N is an n-dimensional
C"-submanifold of R™ with boundary and ON = M. In particular M is an (n — 1) dimensional C"-
submanifold of R".

Example I11.2.1

Let f(z) =1 —|z|> : R® = R. Then N = {f(z) > 0} is nothing but the ball B(0,1) and M = N =
{z | f(z) =0} = {z | |z| = 1} = S*~1. This gives another manifestation of the smooth structure of
S"~! as an (n — 1)-submanifold of R™.

Proof. Suppose p € N is a point such that f(p) > 0. Then let U = {z | f(z) > 0}, which is open by
continuity of f. So we may consider the chart (U,1d), which clearly satisfies conditions a) and b), so we are
done.

Now we handle the other case and suppose that f(p) = 0. Since D f(p) # 0 there exists a coordinate x™
such that 2L (p) # 0. We then consider the function F : © — R™ given by:

oz
F(z',...,2™) = (', ..., 2" f(z))

DF(p) = ( I%?l 62‘)

o(zt,...,.zn—1) oz

Then we have that:

This is nonsingular since det DF(p) = %(p) # 0;, Hence by the inverse function theorem there is an open
set p € A C R™ and another open set B C R™ such that F': A — B is a C"-diffeomorphism. Notice that
An=An{z| f(x) > 0} is relatively open in N and contains p. Also with ¢ := is a coordinate map
from AN N onto BN H".

Why? If ¢ € AN N then F(q) € B and f(¢) > 0, so F(q) € Bn{x | 2™ > 0} = BNH". Thus ¢ maps
AN N into BNH". ¢ is bijective since F is so. It also satisfies condition b) since ¢~ = F~! Brmn 1S of
class C" since F is a C"-diffeomorphism on A, and it satifies Dp~! has rank n(since Dp~! = DF~! by the

above applicatin of the IFT).
Therefore, N is an n-dimensional C"-submanifold of R” and ON = {f(z) =0} = M. v

F|AﬁN

Remark IT1.2.2
We are often interested in the set {z € R" | f(x) = 0} where f : R” — R.. The theorem tells you
that this is an (n — 1)-dimensional C"-submanifold provided thatD f(p) # 0 for every p € M.
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Example I11.2.2
Let f(z,y) = 2% — y?> — m. The set M = {(z,y) € R? | 22 — y* = m} is a 1-dimensional submanifold
of R? provided that Df(x,y) = 2(z — y) # 0. Le., provided that (x,y) = (0,0) ¢ M.

§ g AT
e
4&",‘ S

You can also do f(z,y,z) = 22 — 22 — y?> — m and you get:

What about the intersection of such hyperboloids with spheres? Do I get a one-dimensional manifold
out of it? The intersection is the zero set of two functions f = 0 and g(x,y,2) = 22 + y*> + 22 —r? = 0.
Equivalently, the question becomes the following: Suppose F : R® — R* is a C" function. When does

the set {z € R™ | F(x) = 0} define an (n — k)-dimensional C"-submanifold? For the answer to that, see
HW4.

Non-Example III.2. 3

We have F(z,y) = 23. Then DF(z,y) = (32%,0) =0 at = 0, but {(z,y) | F(x,y) = 0} is just the
y-axis, which is a manlfold. Ie., the converse of the theorem does not hold.

IV. Smooth Maps

Some say that we define smooth manifolds in order to study smooth maps. This turns out to be the case
IV.1. Definitions and Whitney’s Embedding Theorem

Definition IV.1.1

Let M be a smooth n-manifold. A function f : M — R” is said to be smooth if for every p € M there
existsa chart (V1) for M whose domain contains p and such that f o@~! is smooth on the open subset
U = ¢(U) of R" or H".

7

4%

(_UJ ‘P)

Similarly one defines a C"-map from a C"-manifold into R¥.
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Remark IV.1.1
Some nice things:

1) The map f:: fop™t: U — R* is called the coordinate representation of f. Le., f is smooth if
and only if its coordinate representation is smooth in some chart around each point.

2) If f : M — R* is smooth, then fov~!: (V) — R* is smooth for every chart (V,) on M. Le.,
smoothness is independent of the choice of coordinate chart.
Proof. We prove this locally, since smoothness is a local property. Let xy € V= (V) and
po = ¥~ 1(xg). By the definition of smoothness there exists a coordinate chart (U, ¢) around po
such that fo ™1 : p(U) — R* is smooth.

Note that pg € U NV, implies that xg € (U NV). For x € (U NV) we have:

foy ™t =(fop Ho(poy™)

And so this is smooth via compatibility and composition of smooth functions. Then f o ~! is

smooth on (U N'V) which contains xg. Since smoothness is a local property we then also have
™ Y

f o=t is smooth on (V). v
3) As a corollary, every coordinate chart (U, ¢) where ¢ : U — U C R is a smooth map on the
open submanifold U of M.

Example IV.1.1

Let f(x,y) = 2% + y? on R2. Using polar coordinates on the open set U = {(x,y) | > 0}, f has the
coordinate representation f(r,0) = r2.

(Often we don’t distinguish f and f and just say that f(r,0) = r? in polar coordinates on U)

Definition IV.1.2
Let M and N be smooth manifolds and let F': M — N be a map. We say F is a smooth map if for
every p € M, there exists a coordinate chart (U, ¢) around p and a coordinate chart (V,v) on N with
f(p) € V such that:
e UV
e poFopt:pU)— (V) is smooth.
Here’s the nice picture:
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Continue Discussion of Smooth Maps between Manifolds

Here’s a picture for our discussion:

\U

We now recall Definition IV.1.2 of a smooth map.

Recall: A function F': M — N is said to be smooth provided that for every p € M we can find a coordinate
chart (U, ¢) around p and another coordinate chart (V; ) on N such that F(U) C V and o Fop=t: U — V
is smooth for every choice of charts around p and F(p).

Exercise IV.1.2
Show that F' : M — N is smooth if and only if for each p € M there exists a neighborhood U such
that F‘(’, is smooth.

Proposition IV.1.1
Every smooth map is continuous.

Proof. Let (U, ) and (V, 1) be as in the definition. Then consider that
F|U =y lo(oFop Hoop
—_———

smooth

And so since F |U is continuous since it is a composition of continuous functions. Since continuity is a local
o
property this means that F' is continuous. L 4

Exercise IV.1.3
Let M, N, and P be smooth manifolds and F : M — N and G : N — P be smooth maps. Then
GoF : M — P is also smooth.

Example IV.1.4
Consider the inclusion map ¢ : S* — R®*!. This is a smooth map because its coordinate representation
w.r.t. the charts (U, oF) looks like:

i0 (goii)_l(uh...,un) = (U1,...,ui—1, £/ 1 — |u|27ui7...7un)

This is clearly a smooth map from B(0,1) into R**+1.

Example IV.1.5
The quotient map 7 : R"T\ {0} — RP" is also smooth. Again, using the same charts as in HW1 for

RP™ we have:
xn-{-l)

1 ’xn+1]):<x17"'7§i7"'7

1 x"+1):(,0i([$ e g

piom(x',...,

This is obviously a smooth map from R"™!\ {z° = 0} to R™ so we’re done.
Therefore 7 is a smooth map
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Example IV.1.6

Let M be a submanifold of R%. Consider the inclusion map ¢ : M — R%. Then ¢ is smooth. Take a
point p € M and a coordinate patch (U, ). Then 1o~ = ¢~!. By our assumptions of a submanifold,
this is a smooth function U — R?, by part b) of the submanifold definition.

Example IV.1.7
The map 7 : S™ — RP™ given by 7 = 7r|§n is also smooth. This holds because it can be expressed as

the composition of two smooth maps since 7@ = 7 o v where ¢ : S* — R™*! is the inclusion map.

Definition IV.1.3
A diffeomorphism between two manifolds M and N is a smooth bijection whose inverse is also smooth.
We say that M and N are diffeomorphic provided that such a map exists.

Exercise IV.1.8
Show that if M is diffeomorphic to N, then dim M = dim N.

Example IV.1.9
Let F': B(0,1) C R™ — R™ be given by F(z) = ﬁ
Clearly, F' is smooth. To show that F' is a bijection we show that the equationF'(z) = y has a unique
solution for each y. This is clear for y = 0, so let y # 0. Write y = pw; where p = |y| > 0 and wy = %7

Then F' is a diffeomorphism.

and likewise let # = rwy where r = [z > 0 and w; = 7. Then:

o
12
Therefore w; = wp, and == = p. Then note that the function r — # is one-to-one and onto from
(0,1) to (0,00). Therefore F is a bijection.
It remains to show that F=! is smooth via the inverse function theorem. We can see that DF () is

nonsingular for every x € B(0,1).

F(x) ‘w1 = p-ws

Differential topology deals with properties of manifolds that are invariant under diffeomorphisms. (i.e. if
M is diffeomorphic to N and M has property P, then N also has property P).

Theorem IV.1.2 (Whitney’s Embedding Theorem)
Whitney’s embeding theorem tells us that for any abstract n-manifold M, there exists a submanifold

M of R¢ (with d < 2n) such that M is diffeomorphic to M.

Proof. Take 591. v

We will mostly be restricting ourselves to studying submanifolds of R? for the remainder of this course.
Whitney’s embedding theorem tells us that there is no loss of generality from a theoretical point of view.
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Part B. Differential Forms
V. Multilinear Algebra

V.1. Multilinear Forms

We develop the algebraic framework of differential forms first.
Definition V.1.1
Let V be a vector space over R and denote by V¥ =V x --- x V. and let W be a vector space.
k-times
(i) A function f : VF — W is said to be linear in the i-th variable provided that, given fixed vectors
v; for j # 4, the function:

T:V = WT(v) = f(V1,. -, Vit1, 0, Vig1y ey Un)
is a linear transformation.

(ii) The function f is called multilinear provided that it is linaer in every variable. In the case where
W = R such functions are called k-tensors or tensors of order k

Remark V.1.1
We have a few interesting thigns to note:

1) A tensor of order 1 is also called a linear functional
2) The space of k-tensors will be denoted by .Z*(V'). Note that .#*(V) = V*, the dual space of V.
More generally the space of k-multilinear functions from V* to W is denoted .Z*(V, W).

Theorem V.1.1
We have a few nice things:

a) LF(V,W) is always vector space over R if we define:
(f+9)(v1,...,o5) = f(ur,...,08) + gvr,. .., 0%)
(cf)(v1, ... vp) =cf(v1,...,0k)
b) let B = {ay,...,a,} be a basis of V. If f,g: V¥ = W are two k-multilinear maps such that:
flaiy, . yai) = g(aiy, ... a;,)

for every k-tuple (i1, ...,i) of integers from the set {1,...,n}, then we have f = g.
c) Let I = (i1,...,4x) be a fixed tuple of integers from the set {1,...,n}. Then there exists a
unique k-tensor ®! such that:

@I(ail,. . .,aik) =1

®'(aj,,...,a;) =0
Whenever (ji,...,jr) # (i1,...,i). The set of all such ®! where I ranges over such k-tuples
is a basis of Z*(V). These are called elementary tensors relative to the basis B. In particular

Z*(V) has dimension n*.
We can use a similar technique to construct a basis for 2% (V, W).

Exercise V.1.1
Prove parts a) and b). We will give the proof of part c) in class.
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Last time, we defined k-tensors on a vector space V. A k-tensor is a function f : V¥ — R that is multilinear
(i.e. it is linear in each of the components when we fix all other components). See Definition V.1.1. We
denoted the spae of k-tensors by .Z*(V), and so .Z1(V) is just the dual space V*. We stated Theorem V.1.1
last time, and left parts a) and b) as exercises:

Theorem V.1.2
We have a few nice things:

a) LF(V,W) is always vector space over R if we define:
(f+9)(v1,... 08) = f(vr, ..., 08) + g(vr, ... 08)
(cf)(v1,...,vp) =cf(v1,...,0k)
b) let B = {ay,...,a,} be a basis of V. If f,g: V¥ — W are two k-multilinear maps such that:
flaiy, .. ai) = g(aiy, ..., a;,)
for every k-tuple (i1,...,i) of integers from the set {1,...,n}, then we have f = g.

c) Let I = (41,...,4) be a fixed tuple of integers from the set {1,...,n}. Then there exists a
unique k-tensor ®! such that:

@I(ail,...,aik) = 1
(IJI(ajl,. .. ,Cljk) =0
Whenever (ji,...,jr) # (i1,...,i). The set of all such ®! where I ranges over such k-tuples
is a basis of .Z*(V). These are called elementary tensors relative to the basis B. In particular
Z*(V) has dimension n*.
We can use a similar technique to construct a basis for Z*(V, W).

Proof of part ¢). Let ¢',..., " be the dual basis of V* defined by:

¢i(v) = ¢i Zoéjaj =
j=1

In other words, we have that:
¢<“J)_5j_{ 0 ifi#j
For k > 2 if I = (41,...,%x), then we set:
(I)I(Ul, ey Uk) = (ﬁil (Ul) te (ﬁik(vk)
Clearly, this is a k-tensor that satisfies the conditions of the theorem.

To show that these ® form a basis of .Z*(V), let g € .£*(V) and for any k-tuple I = (iy,...,%) from
the set {1,...,n}, let:

dr =g(ai,,...,a;,)

g=>» d®'
I

Then g and g satisfy the conditions of part b), and thus g = g. Thus the set {®!}; is a basis.

o
Now we just note that the number of k-tuples of {1,...,n} isn xn x --- x n =n*. 4

Then we define:

Example V.1.2

Let V. =R" and ey, ..., e, be the standard basis, and let ¢',...,¢" be the dual basis. Then given a
vector v = v'e; (Einstein notation). We have ¢/ (v) = ¢ (vie;) = v'¢? (e;) = v'6] = vI.

Given I = (iy,...,ix) the elementary tensor ®/ satisfies:

CI)I(Ul, e ,U/c) = (bil (Ul) . (b“‘ (Uk)
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And so if vy = m};,el- then:
I i1 in
O (vy,...,vp) = a2y - X))

This is a monomial of degree k in the components of vy,...,v;r. Any general k-tensor is a linear
combination of such monomials. For example, a general 2-tensor looks like:

glv,w)y =Y dia'y’

ij=1

Where v = Y 2'e; and w = > ye;.

V.2. The Tensor Product

Definition V.2.1
Let f be a k-tensor and g be an ¢-tensor on V. We define f ® g as the (k + ¢)-tensor defined by:

(f@g)(vi,...,v1e) = f(v1, oo 0E)G(Vkg1y - - oy Vtt)

Exercise V.2.1
Check that this is a tensor, and it defines a multilinear map Z*(V) x Z4(V) — L*4(V).

Theorem V.2.1
Let f,g,h be tensors on V. Then the following holds:
(1) feolgaoh) =(fog@h
(2) (cf)@g=c(f®g)=f®(c9)
(3) If f and g have the same order then (f +¢g)@h=f@h+gR@hand h@ (f+9) =hQf+h®g.
(4) Given a basis a1, ...,a, of V, then the elementary k-tensors ®! satisfy:
@Izd)il ®¢12®®¢zk

With this, any k-tensor is a linear combination of tensor products of 1-tensors.

Exercise V.2.2
Proof is left as an exercise!

The action of a linear transformation
Definition V.2.2
Suppose we have a linear map T : V' — W. T allows us to pull-back k-tensors on W into k-tensors on V'

by composition. One can define a dual transformation (called pullback operation) T* : Z*(W) — £*(V)
by defining for all f € Z*(W):

T*f=foT
More explicitly, given (vy,...,vx € V¥ we have:
T*f(vla cee 7/Uk) - f(T/Ul, ce ,T”Uk)

In yet other words, we have the following commutative diagram:

Vx---xVLH/Vx---xW

lf
T f

R
Great!

Proposition V.2.2
Let T : V — W be a linear transformation. Let T* : Z*(W) — Z*(V) be the pullback operator,
then:

1) T* is linear
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2) T*(f@g) = (T"f)®(T"g)
3) If S: W — X is a linear transformation then:

(SoT) f=T"5"f
That is we have:
T

vV—L w LHV) ——— LW
SOR % (50;)\ /
X ZLF(X)

And these diagrams both commute as desired

Exercise V.2.3
Prove this

V.3. Alternating Tensors

Definition V.3.1

Let k > 2. A permutation of the set of integers {1,...,k} is a one-to-one and onto mapping from
{1,...,k} to itself. We denote the set of all permutations by Sj.

If 0 and 7 are elements of Sy, so are o o7 and o~ !. This makes S}, into a group, called the symmetric
group (or the permutation group). There are k! elements in this group.

Definition V.3.2
Given 1 < i <k, let e; be the element of Sy, defined by setting e;(j) if j # 4,4+ 1, e;(i) =i+ 1, and
e;(i+1) =4. We call ¢; an elementary permutation (it permutes ¢ and ¢ + 1).

Lemma V.3.1
Any o € S) is the composite of alternating permutations.

Exercise V.3.1 (On Homework)
Prove this

Definition V.3.3

Let 0 € Si. Consider the set of all pairs of integers (¢,7) from {1,...,k} such that ¢ < j but
o(i) > o(j). The pair (i,7) is called an inversion of o. Let p be the number of such couples. Then, the
sign of o is defined as sgno = (—1)P.

If p is odd, we say that o is an odd permutation, and if p is even, we sa that ¢ is an even permutation

Proposition V.3.2
Let 0,7 € Sk. Then:

(a) If o is the composite of m elementary permutations, then:
sgno = (—1)™
(b) sgn(ocoT) =sgno -sgnr
(c) sgno~! =sgno
(d) If ¢ # j, and o is the permutation that only exchanges i and j, leaving all other integers in
{1,...,k} fixed, then sgno = —1.

Exercise V.3.2 (On Homework)
Prove this.
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Definition V.3.4
Let f be an arbitrary k-tensor on V. If o is a permutation of {1,...,k} we define:

o1, 0k) = f(Vo(1),Vo2)s - s Vo(k))
Because f is linear in all of its arguments, so is f, so f? is a k-tensor as well.
A k-tensor f is called symmetric provided that f7 = f for all ¢ € Si. It is said to be alternating
provided that f7 = sgno - f for all 0 € Si. Equivalently f¢ = —f for any non-trivial elementary
permutation e € Sj.

Definition V.3.5

Let V be a vector space. We denote the set of alternating tensors by A*(V). It is easy to check that
this is a subspace of .Z*(V).

Since the condition that a 1-tensor be alternating is vacuous, we adopt that convention that A (V) =
LYV =V~

Example V.3.3
We have the following nice examples:

1) Elementary tensors ®! in general are not alternating. For example, if I = (1,2) then ®!(v,w) =
#W)p?(w) = v'w?. Whereas &1 (v, w) = v?w'. But of course 1) #£ —p(1:2),
However, note that we can define:

1,2
Pt = (12 _ 1) = yly? — 2! = det (:1}11 52)

Which is alternating. Also note that ¢(>1) = ((b(l’z))a where ¢ is the swapping permutation of
(1,2). This kind of construction will be generalized next time.
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Last time we were talking about alternating tensors. We’ve already seen an interesting example:

Example V.3.4
Let (ai,...,a,) be a basis of V and set v; = 37, v/a; = v]a;.
Then define:
d(v1,...,v,) = det(v?)

Then ¢ is an alternating n-tensor by the properties of the determinant.

Lemma V.3.3
Let f € .Z*(V) be any k-tensor and let o, 7 € Sg. Then:

(a) The transformation f + f is a linear transformation on .Z*(V') and (7)™ = f7°°.
(b) If f is alternating and if v, = v, for som p # ¢ then f(vi,...,v;) = 0.

Proof. Part a) is an exercise. For part b) the idea is to let o be the permutation that switches p and ¢g. Then:
flor,.o o) = fO(v1, .o v) = = f(vr, ..., vk)

And so f(v1,...,v5) =0 —

Example V.3.5

Let us consider A*(V) with k > n. Take f € A¥(V), then we saw last time that f is completely
determined by its values on a basis {ai,,...,a,} of V. Computing f(a;,,...,a;, ) we see that one of
the a; must be repeated since k > n by the pigeonhole principle. By the lemma we then have that:

f(ail,...,aik) =0
Therefore the only alternating k-tensor for k > n is the trivial tensor.
Lemma V.3.4
Let aq,...,a, be a basis of V. If f and ¢ are two alternating k-tensors that satisfy:
flaiy, .. ai,) = g(aiy, .., a;,)
For any ascending k-tuple I = (41,...,4x) from the set {1,...,n}. Then:
f=9

Remark V.3.1
Compare this to the analogous lemma for £*(V).

Proof. Let J = (j1,...,Jk) be a k-tuple. By the analogous lema for k-tensors, f = g if and only if:

f(ajl’ e '7a’jk) = g(ajl’ S 7a’jk)
Therefore it is enough to show that this holds. If two of the indices in J are the same, then we are done by

the previous lemma, since both sides of this equation will be zero.
If no two indices of J are the same, let I be the ascending rearrangement of J by some permutation o

such that I = (jo(1), - Jo(k))-
Then we have that:

f(aiu"'vaik) = f(ajcr(l)7"'7aja(k))
= fa(ajw"'vajk)

= (Sgna) ’ f(ajlﬂ"'vajk)

29



Faye Jackson February 17th, 2021 MATH 396 - V.3

Similarly we have:

CT aik) = g(aja(l)’ T aja(k))
= gg(ajl" ) a’jk)
= (sgno) - g(a;y, ..., a;,)
By the assumption we have that f(a;,,...,a;,) = g(ai,,...,a; ). Therefore:
f(a’j17""a’jk) = g<a’j17""a’jk)
" Y
And so we are done! 4

Theorem V.3.5 (Basis for A*(V))

Let V' be a vector space with basis ay,...,a,. Let I = (i1...,i) be tan ascending k-tuple from
the set {1,...,n}. Then there is a unique alternating k-tensor W/ on V such that for every ascending
k-tuple J = (j1,...,7 — KO from {1,...,n} such that:

1 ifr=J
\Ifl(ajl,...,ajk){ 0 if14J

In fact, we take a “anti-symmetrization” of ®! from before:

vl = Z (sgno) - ((bj)a

gESy
The tensors W' form a basis for A*(V). There are (}) of these tensors, since htere are (}) ascending
k-tuples. These are called the elementary alternating tensors corresponding to the basis {a1,...,a,}.

Recall: We have the following;:

@I:(pil@...@(l)ik
, 1 AT = (b, )
P (aél,..-yafk)_{ 0 1f1#(€1,,€k)

Proof. Uniqueness of the W' follows from the previous lemma. Take U! as given in the theorem:

vl = Z (sgno) - (@I)U

gESy
We first show that this is alternating:

()" =3 tsao)- (1))

g€Sy
= Z (sgno) - ()™
€Sy
=sgur- Z (sgn7)(sgno) - (@I)TOU
€Sy
=sgnr - Z (sentoo)- (<I>I)TOU
og€eSy
=sgnr- Z (sgnp) - (<I>I)# = (sgnt) - ¥l
HESn

And therefore U1 € A*(V).
Next let J = (j1,...,Jk) be another ascending k-tuple. Look at:

\Ijl(ah yree 7a’jk) = Z (Sgn 0)(¢1)J(aj1’ s 7a’jk) = Z (Sgna)(q>1)(aja(1)’ Tt ajo(k))
oES, o€ESy
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And then this is 0 unless (jy(1),-- -, Jo(k)) = 1. Since I and J are both ascending this only happens when o
is the identity and I = J:

sgnld)®! (a;,, ..., a; ifr=J

lI/I(ajU'“vajk):{ (()g ) ( ' ZK) lfI%J
. 1 flI=J
Tl 0 ifI#J

To show that this is a basis let f € A*(V) and let d; = f(a;,,...,a;,) for every ascending k-tuple
I = (i1,...,ix). Then we consider:
FoYaw
T

Then f and fsatisfy the conditions of the previous lemma, which you should check, and then f = f
The uniqueness of this representation also follows from the previous lemma. If we have that:

> ¥ =0
I
Then necessarily for any ascending J = (ji, ..., jx) we have:

Zdj\lll(ajl,...,ajk):dJ-1:0
1

So djy = 0. This happens because all the terms where I # J are zero, and the term when [ = J is d. .v.

Remark V.3.2
AY(V) has dimension n and A"(V) has dimension 1. In particular, any alternating n-tensor is a
multiple of the determinant tensor discussed in a previous example.

Just like general k-tensors, alternating tensors can be pulled back by linear transformations as follows.

Theorem V.3.6
Let T : V. — W be a linear transformation. If f is an alternating tensor on W, then T*f is an
alternating tensor on V.

Proof left as an Exercise. Recall T* f(v1,...,vg) = f(Tv1,...,Tvg). —
V.3.1. The space A*(R")
By the aboe, A™(R™) has dimension 1, and we already saw that the tensor defined by:
U(zy,...,2n) =det[zy | - | 2]

is an alternating n-tensor thanks to the properties of the determinant function. If I = (1,...,n) then ¥/ = c¥
for some constant ¢ € R. In fact ! = W. We see this because:

1=U(er,...,en) = c¥(ey,...,e,) =cdet, =c
This has a generalization for k < n

Theorem V.3.7

Let ¥! be an elementary alternating tensor on R™ corresponding to the standard basis, where
I = (iy,...,i) is an ascending k-tuple from {1,...,n}.

Then given x1,...,x; € R™, let X be the (n x k) matrix X = [x1 | --- | #]. Then we have:

Ul(xy,... xp) = det X'

Where X7 is the (k x k) matrix whose successive rows are the rows iy, ..., i, of X.
This holds for 1 < k < n. Recall that if k¥ > n then A* (R™) = 0.
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Remark V.3.3
Any k-form on R” is a linear combination of det X! for different (k x k) submatrices of the (n x k)
matrix X.

Proof. Compute W!(xy,...,2). Then:
Uy, ap) = ) (sgno) - (1) (21, 2x)

ocES,,

= Z (Sgno) : (bl('ra(l)a cee 7370(1())
oESR

= Z (sgno) - xfjl(l) - xff”(n) = det X'
o€Sny

¢

Great! This is exactly what we wanted.
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V.4. The Wedge Product

The wedge product for alternating tensors is the analogue of the tensor product for general tensors. Recall
that if f € Z*(V) and g € Z™(V), then f ® g € L*T™(V) is defined by:
[f @ gl(v1, s Vkrm) = f(U1, -0, 08)G(Vkt1s - - - s Vi)
Clearly if f € A¥(V) and g € A™(V). Then f ® g might not be alternating. (Take the case k = m = 1, then
(f ® g)(v1,v1) = f(v1)g(v1) may not be zero, which must hold for alternating tensors).

Lemma V.4.1
Let V be a vector space. There exists a linear transformation A : Z*(V) — A¥(V) (called the
anti-symmetrization map) given by:

Af =) (seno)f°
€Sk
For every f € £*(V). Moreover A is onto and satisfies Af = k!f when f € A¥(V).

Remark V.4.1

For all practical purposes, A can be considered a projection onto A*(V), and in fact % - A should
be such a projection.

Proof. Clearly A is linear because (f + g)? = f7 + g°. To show that Af is actually alternating, notice that:

(Af)T = (sgno)- (f7)" = > (sgno)- f™°

ogESy €Sy
= (sgn7)- > (sgn7)-(sgno)- f7°7 = (sgn7)- Y  sgn(roa)- f7°7
ocESy ocESy
= (sgn7) - Z (sgnp) - f* = (sgnr)- Af
HESk

Finally, if f S Ak(V) then:
Af =) (sgno)- f7=> (sgno)’f=f> 1=klf

oeSy ocESE oc€ESy

" Y
Awesome! v

Definition V.4.1

Let V be a vector space and let f € A¥(V) and g € A*(V). We define f A g € A**¥(V) to be given
by:

1
fAg= MA(JC ®g)

This alternating k + ¢ tensor is called the wedge product of f and g:

Remark V.4.2

The factor ﬁ is introduced to retain some nice properties of the wedge product (namely
associativity). Sometimes it is defined with (kif)! instead, but it doesn’t really matter that much.

Theorem V.4.2 (Properties of the wedge product)
Let V be a vector space. The wedge product satisfies the following properties:
(1) Associativity, (f Ag) Ak) = fA(gAk).
(2) Homogencity, (cf) Ag = c(f A g) = f A (cg)
(3) Distributivity, if f and ¢ have the same order, then we have:

(f+g)Ah=fAh+gAh
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MA(f+g)=hANf+hAg
(4) Anti-commutativity, if f and g have orders k and ¢ respectively, then:

FAg=(D) " gnf
In particular, if f has odd order, then f A f = 0.
(5) Given a basis ai,...,a, of V, let ¢* be the dual basis of V* (equivalently, ¢ is the basis of
L1V) = AY(V)). Then let U! denote the elementary alternating tensor where I = (iy, ..., i)
is an ascending k-tuple from {1,...,n}. Then we have:

(6) If T:V — W is a linear transformation, then T*(f A g) = (T*f) NT*(T*g).
(7) The product A is the unique operation satisfying properties (1)-(5).

Proof. The proof of (1) will be outlined in HW5. (2) and (3) follow from the corresponding results for tensor
product and the linearity of A, for example:

Fto) b= A((f+g)®h) = ——A(f@h+geh)

k! kel
1 1

(4), that is anti-commutativity, will follow by showing that A(f ® g) = (=1)¥*A(g ® f) for any f.£*(V) and
g € Z*(V). To see this, consider 7 € Sy given by (7(1),...,7(k+¢) = (k+1,...,k+£,1,...,k). Then
by counting the inversions we see that sgnm = (—1)*¢ (check!).

But then we see that:

(@@ ) (V15w s vkte) = (9@ F)(Vkt1s e ey Vit V155 0%) = (F @ g)(V1, -, Vkpr)
Great! This is the key, that (¢ ® f)™ = (f ® g). We write:
Afeg =3 (mo)feg’ =Y Gemo)ge /")

o€SE o€Sk

= (sgno)(g® f)7°" = (sgum)- > (sgno)- (sgum)- (9@ f)7°"

o€Sk o€eSy

= (D)"Y sen(oom)- (9@ £)7" = (-1 A(g @ f)
o€Sk

Perfect!
Now for (5) recall that the elementary alternating tensors W' are defined for I = (iy, ..., i) as:

U= )" (sgno) (@) = A(@)

o€Sk
This will follow once we show that if fi,..., fx are 1-tensors, then:

AL @ fe) = fi N A Sk (%)
From Homework 5, we know that if g € A*(V) and f € £*(V) then:
1
Alf®g) =5 (Af)Ag (%)
To prove (%) we induct on k. For k = 1 this is trivially true. In general, assuming that:

Afi®@- @ fi) = fi N A S

Then we know by associativity that since fr11 will be an alternating tensor we can use (xx) to get:
A(fi®@ @ fi ® fey1) = AL @ fe) N =fi Ao fio A froa

Therefore () is true by induction, and the result follows.
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For propert (6) we consider that:

T*(fNg) = ﬁT*(A(f ®g))

- 5 Z (sgno) - T*((f ®g)7)

gESk

= 7 3 o) [T (T @ )7

g€Sk

Why? Well T* is linear and also:
T*(F7)(v1,. . vm) = FO(Tvy, ..., Tvm) = F(Tvs1), - -, TUs(m)
= T*F(vg(l), N ,’Ua(m)) = (T*F)"(vh ce ,Um)

Then:
1 * o 1 * * 10 1 * * * *
WZ(SgDU)'[T (f®9) =0 > (sgno) - [T f & T*g] ZWA(T feT"g)=T"fNT"g
o €Sk o €Sk o
Awesome! (7) will be part of Homework 6 <

VI. Tangent Vectors and the Tangent Space
VI.1. Definitions

Here’s the picture which we will try to formalize. We want to pick a point p € M and describe the set of
manifolds that are tangent to the manifold at p:

P 2""’""?"{2 LES

Let us start with the easy case when M = R".

Definition VI.1.1
Given = € R", we define a tangent vector to R™ at = to be the pair (z;7) (sometimes denoted 7,
where v € R". That is we attach a vector v € R” to a point x € R".
The set of all tangent vectors to R™ at x is denoted T;,R", and is called the tangent space to R" at .
This is a vector space with the operations:
(2;7) + (z; W) = (z; 0+ W)

—
y

c(x; 0) = (x; ¢t

Notice that of course T,,R"™ = R" as vector spaces.

Remark VI.1.1

Let v, € T,R™ be a tangent vector at . Then there exists a smooth curve v : (—g,&) — R™ such
that v(0) = z and +/(0) = ¥,. Namely, the curve v(t) = = + tv is such a curve. In other words, the
tangent space to R™ at x is exactly the set of tangents 4/(0) to curves () with (0) = z.
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Last time, we defined tangent vectors and the tangent space to R™ (Definition VI.1.1). For each p € R™,
we defined the tangent vectors as the pair (p,¥) where ¥ € R™, we sometimes write this as @,. We had the
following notes:

e Then T,R" is the tangent space to R™ at p, and it is isomorphic to R™.
e We also saw that T,R™ is exactly the set of velocity vectors 7/(0) of smooth curves v : (—¢,¢) = R"
satisfying +v(0) = p.
Definition VI.1.2
Let M be an n-dimensional smooth manifold and let p € M. Suppose that (U, ¢) is a coordinate

chart near p where ¢ : U — U C R™ with ¢(p) = = € R™. A tangent vector to M at p consists of a

smooth curve 7 : (—¢,e) — U such that v(0) = p. We consider two such curves v, to be equivalent as

tangent vectors whenever (¢ o) (0) = (¢ 06)’(0), and we denote the equivalence class of such a curve

as [y], this is a tangent vector. The set of such tangent vectors is called the tangent space of M at p

and is denoted T, M. We define a vector space structure on 7, M by defining:

cly] = [t = y(ct)]
]+ [0] = [t = o™ (v (1) + p(6(1)))]
We of course must restrict the domains of these maps to be smaller neighborhoods (—¢,¢) for this to
work out, but that’s fine.

Really, this just translates the vector space structure of R" to T),M. In a miracle, T,M does not
depend on the chart U chosen. It turns out that 7),,M = R™, and this is given by the linear isomorphism

(Y] = (¢ ©7)'(0).
We now give a simpler definition for submanifolds, which is what we will be dealing with in this course
Definition VI.1.3
Let M be an n-dimensional smooth submanifold of R? and let p € M. Suppose that (U, ¢) is a
coordinate chart near p where ¢ : U — U C R™ with ¢(p) = 2 € R™. Let a = : U — R%. We define
the pushforward of a as a, : T,R" — 1), R as:
a,(t,) = Da(zx) - U,

Since Da(x) is a d x n matrix. Here is the picture:

g U

a [ d

I 5eTk
A a

Remark VI.1.2
Notice that by the chain rule a.(

¥ is the velocity or tangent vector 7/(0) of the curve:
y(t) = a(z+t0,) : (—e,6) = M

which satisfies v(0) = p

In another nice picture:
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Definition VI.1.4
With the same notation as in the above definition. The following set 7}, M is the tangent space to M
at p:

T,M :=im o, = {o.(vg) | v, € T,R"}

Where « is the inverse to some chart around p as in the previous definition. A tangent vector to M at

p is just a member of this tangent space. T),M is a subspace of Tde, since it is the image of a linear

transformation:
" o

A DAy
@ _la 0 -~ > 7/}
3 /{;H H

~
=

This definition does not depend on the coordinate chart ®

In what follows, we will show the following for the submanifold definition:

(A) T,M is independent of the choice of coordinate chart (U, ¢) (and hence «)

(B) T,M is an n-dimensional subspace of T, R?

(C) With « as above, o, : T,R™ — T,,M is a vector space isomorphism.
In fact, (B) and (C) are not that hard to show, since T, M is the range of av. which is a linear transformation
T.R" — Tp]Rd given by matrix multiplication by Da(z). But this matrix has rank n, which means that its
image is n-dimensional. Furthermore, o, : T,R™ — T,,M is an isomorphism since it’s onto and the dimension
of T,R"™ and T, M agree (they are both n-dimensional).

There is more than one way to show (A). One is direct, and the other will follow from the characterization
of T, M using curves in M passing through p.

Direct proof of (A). Let (U, ) be the coordinate chart used in the definition with o = ¢=1. Let (V,%) be
another coordinate patch neat p € M such that 1 (p) = y, and denote 3 = ¢p~1.

We know that 9o =1 : o(UNV) — (UNV)is a C"-diffeomorphism, which means that D(1 o ) is an
invertible matrix. Now note that & = )™! 09 o @ = B 0 1) o a. Therefore by the chain rule:

Da(x) = DB(y) o D(¢ o a)(x) (%)
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This gives that SDa(z) = SDS(y). In other words a., (T,R™) = 5,(T,R™). This is because we have:
T,R?

v

.R" ————— T, R"
(Yo ™).

Thus T, M is well-defined. In more concrete terms:
o (TeR™) = Bu([¢ 0 o o (TeR"™) = B.(T,R™)
Great! .v.

Remark VI.1.3
Notice that from (x) we have the following. If z, € T, M is such that z, = a.(v;) = Bi(wy). The
question is then what is w, in terms of v,? Well, we see via (x) that:

zp = Da(z) - v = DB(y) - (D(Y o a)(x) - va) = DB(y) - w
Therefore since DS(y) is injective from previous work, we see that:
w, = Do a)(x)- v,
In other words, the coordinate representation of z, in the ¢ coordinates (w,) is given by applying the

derivative of the transition map from ¢ coordinates to v coordinates (D(3) o ¢~ 1)) to the coordinate
representation of z, in the ¢ coordinates (vg).

Theorem VI.1.1 (Characterization of T, M using curves through p)

This theorem links our concrete definition for submanifolds to the definition for abstract manifolds.
Let M be an n-dimensional submanifold of R?. Suppose that p € M \ OM, and 2 € T,,]Rd.

Then z, € T,M if and only if there exists a smooth curve y(t) : (—¢,¢) — R? such that im~y C M
(aka v lies in M), v(0) = p, and +'(0) = z,.

In other words, T),M is the set of velocity vectors to the curves in M passing through p.

Proof. If z, € T,M, then by definition z, = Da(z) - v, for some v, € T,R™ (using the same notation from
earlier). We may then take v to be the curve:

v:i(—e,e) 2 UCM
t— alx + tuy)
noting that x + tv, belongs to U is e > 0 is small enough. Then by the chain rule:
v (t) = Da(x + tvg) - v, = 7/(0) = Da(x) - vy = 2,
This takes care of one direction of the proof.
Conversely, suppose that 7 : (—¢,¢) — R? is smooth and im~ € M, v(0) = p, aEd 7' (0) = 2, € T,R%. We
wish to show that z, € T,M. Let ¥(t) = p o~y : (—e,e) = R"”. This is a curve in U.

¥ A ~ o Vi

U @X-ﬁ o
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Then v = ¢! 05 = a 07. Hence, provided that ¥ can be shown to the smooth, we have by the chain rule
that:

7'(0) = Da(z) - 7(0)

So z, = a.(7'(0)) € T,M. We now prove that 7 is smooth (we cannot use composition of smooth maps,

~

because ¢ : U — U is not a map from an open set of RY)

To show that ¥ is a smooth curve, recall that we showed in Lecture 5 that ¢ : U — R™ extends to a
smooth map ® : Uy — R™ where U is an open subset of R? containing U which agrees with ¢ on M. But
then ¥ = ® o v is smooth being the composite of two smooth maps.

The case when p € OM is similar and is left to the homework. v
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Last time we defined for an inverse chart o : U — U for a submanifold M a push-forward map a :
T.R" — Tp]Rd, and then T, M was the image of this map:

ax(vy) = Da(zx) - vy

=
=

This image T, M = im «, was called the tangent space to M at p, and this was an n-dimensional subspace
isomorphic to T,R™ via a.
We then showed that 2z, € T,M if and only if there exists a smooth curve v : (—¢,¢) — R such that
V() € M, ~(0) = p, 7'(0) = zp.
Remark VI.1.4 R
Suppose that M =R, and let f: U C R® — R? then:
fe(va) = Df(x) - va

Then the right interpretation of Df(z) is as a linear transformation 7,R™ — T,R? where p = f(z).

VI.2. Vector Fields and the tangent bundle
We saw that if M = R" then 7, M = R" for every p € M.

Definition VI.2.1

We define the tangent bundle of R", denoted TR™ as UpeRn T,R™ and give it the topology of R™ x R".
This means that (p,v) € TR™ = R™ x R™ corresponds to the point p € R™ along with the tangent vector
v at p.

Definition VI.2.2 (Tangent Bundle)
Let M be a smooth n-dimensional submanifold of R¢. The tangent bundle T'M is defined as the

smooth submanifold of TRY = R? x R? given by:
TM = {(p,v) €ER*xR¥ | p € M,v € T,M}
This submanifold is 2n dimensional, and its submanifold structure defined asAfoHows:
Suppose that (Uj, ¢;) is a coordinate atlas of M, and denote o := (,9]71 : Uj — R? as usual.
Define A; : ﬁj x R" — TR? as follows:
Aj(z,v) = (o (z), Dag(x) - v) = (a;(x), (@)« (vz))

This gives an atlas for TM. This will be homework. Thus T'M is a 2n-dimensional submanifold of TR?.

Definition VI.2.3 (Tangent vector fields)
Let M be a smooth n-submanifold of R%. Then:

(a) A C* vector field X on M is a C* map from M — TR? such that X (p) € T,R? for every p € M.
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X TR,

(b) A C* tangent vector field X on M is a C* map from M — TM such that X (p) € T,,M for every

peE M.
%fé’l;ﬂ

-7

T

Example VI.2.1
The wind velocity at each point p on the surface of the earth is a vector field.

Exercise VI1.2.2
Let F : R? — R? be any smooth function. Then F can be regarded as a vector field as follows. Define:

F:zw— (z,F(x)) € T,R?

Example VI.2.3
Let F : S — R? be given by F(x) = & for every z € S%. Then F gives a vector field on S? via the
identification F":

F:zw (z,7) € T,R?

Pictorially we have a vector field:
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This is called the normal field to S2.

Example VI1.2.4
Let G : S — R? be defined by G(z1,r2,23) = (—22,71,0). Then one can easily see that (z,G(z)) €
T,S?. This gives a smooth tangent vector field on S2.

£ f

VI.3. The Pushforward Map

Lemma VI.3.1

Let FF': M — N be some map. F' is a smooth map if and only if F' admits local extensions near every
point p € M as a smooth map from an open set @ C R4 into R%.

More precisely, for every p € M, there exists a neighborhood O of p such that O is open in R% and
there exists a smooth map F : O — R% such that:

F|OQM =r

Proof. Let’s go!
(<) Trivial-from Hani.
(=) Fix some p € M, and by the definition of smoothness pick charts (U, ¢) around p and (V, ) around
F(p) such that ¢ o F o ¢~! is smooth and F(U) C V.
Then by lecture 5, there exists an open O C R% and a function ® : O — U such that ® is smooth
and <I>’ onm = ¥ B
_ Then foreach g € U, ¢ = ¢ Lo®(q),s0 F(q) = Fop to®(q). Then let F: O — R? be given by
F=Fop'o® Then F|, , =M.
What remains is to show that F is smooth. Note that since F(z) € V, then:
v lopoF=F
Therefore:
F:¢_lo(¢oFo¢_1)oq>
These are all smooth functions defined open subsets of some R, and so F' is smooth.
<
Definition VI.3.1 (General Pushforward)

Let M be an n-dimensional submanifold of R% and N be a k-dimensional submanifold of R%. Then
let F': M — N be some smooth map. We have the following picture in charts:
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FI1GURE 1. The charts for the pushforward map

Recall that a function F': M — N is smooth if 1) o F o p™1: U — V is smooth for some coordinate
charts (U, ¢) and (V,1) on M and N respectively such that p € U, F(U) C V.
Let X, be some tangent vector in T,M. Then there exists a curve (t) : (—¢,e) — M such that

~(0) = p and 4/(0) = X,,. Then define y = F o7y : (—¢,e) = N.
FXp

F
e —

)
e i
P y

Note that 7 is also smooth (since ¥ = F o~ where F is the lcoal smooth extension of F' given by
Lemma VI.3.1).
Then 7'(0) € Tr(p)N. This vector is called F, X,. The push forward of X, by F.

Proposition VI.3.2
Let M, N be as above, and let F': M — N be a smooth map. For p € M, the push-foward map:

F,: TpM — TF(p)N
defined above, is a well-defined linear transformation. Moreover, let (U, ¢) be local coordinates near p
with a = =1 : U = U, (V, 1) local coordinates near F(p) with 3 =1"1:V = V.
If X, € T, M is given by o, (v,) where v,, € T,,U and if F = 1o Fop~! is the coordinate representation
of F', then:

w, = DF(z) - v, (y = ¢(F(p))
F*(Xp) = 5*(“’74)
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Faye Jackson

Recall Figure 1 for a nice picture. In a commutative diagram:

T,M — s Ty N

Q*T l(a*)l (B*)IJ Tﬁ*

T,R" — T, R"
F,

Basically, all that the proposition is saying is that this diagram commutes.

Proof. Linearity of F, follows from the coordinate representation above. Let X,(,l),X,(,2) € T,M, then
XY = a,(v) where v € T,R" for j = 1,2.

Then:
1 2 1 2
X( )+C)(( ) _Oé*(’U( )—‘rC’U( ))

F.(XD + X () = 6.(DF(@) - () + o)
= B,DF(z) - v{) 4 ¢, DF(z) - v
1 1
= F(X{Y) + cF (XV)

Similarly, one can use this coordinate representation to check that F(X,) is well-defined, which we’ll leave

¢

as an exericse.
It then suffices to prove the coordinate representation.
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Last time we defined the pushforward map (Definition VI.3.1). This definition gave us for F': M — N a
smooth function between submanifolds a map F.T'M — TN, or at points F, : T,M — Tp,)N. In pictures
this looked like

gt = _ =X,

> YI¥) y
M K M
@f‘?’“ Y s
A b

.
UQ/E“ 'Ez%l-_oqo” T _C_'/f

= i [

I —)

In particular, given X, € T,M, we know that there is a curve 7 : (—e,e) — M such that v(0) = p and
7'(0) = X,. Then we let ¥ = F o~y and then 7/(0) is a tangent vector to N at F(p). So F.(X,) =7(0).
Properties of the pushforward map:
a) It is well-defined (i.e. F, X, is independent of the choice of )
b) F. is a linear transformation from T, M into Trp)N.
¢) The coordinate representation of F, with the charts and notation given above we have a commutative
diagram:

TpM L) Tp(p)N

aﬂ l(a*)l (ﬂ*)ll Tﬂ*

T,R" —— T,R"

*

At points this just looks like:

In pictures this is:
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o) Xr F Vo)
7 >,

> YF)
5 X =1
@ = ¥=p
A b
agﬁn Fz%g?” T V..C_'/f

And so if X, = a.(v,) then Fi.(X,) = B.(w,) where w, = DF,(vy) = DF(z) - v,

Exercise VI1.3.1

Question: What if F' has a smooth extension F : U — N C R?% where U is an open subset of R%
(where dim M = dy, dim N = dy) such that F(p) = F(p) 1‘ lpe M.
In that case, the natural thing happens F,(X,) = DF(1 ) . X,,

Remark VI.3.1
fF U C R" is open and V C R* is open, then F : U — V, then F, = DF. More precisely,
F.(Xp) = DF(p) - X,. That is it’s a linear transformation between the tangent spaces T,U to T, V.
F, can also be regarded as a map from T'M — TN as follows:

Proof of Coordinate Representation of F,. Let X, € T,M, then Xp = ay(v;) where v, € T,R". Take
~(t) = a(z + tv), which satisfies v(0) = p and (O) Xp = Da(x) -v

Then we compute:

V() = (Fov)(t) = (Foa)(x+tv)| = (Fop )(z+tv)

=@ oo Fop )z +tv)

=

Yo F)(z + tv)

— (8o F)(a+tv)
These are smooth functions on open subsets of euclidean space and so by the chain rule:
7' (0) = DB(y) - DF(x) - v,

F.X, = B.(DF(z) - v,)
which is exactly what we wanted to show. :

Special Important case: N =R
Let f: M — R be smooth. Then f. : T,M — T;,yR = R is a linear transformation from 7, M — R. In
fact:

d
f*(Xp) = a .

where v is any curve such that (0) = p and +/(0) = X,.
This linear transformation is also denoted by df, and one can regard it as an element of the dual space
Ty M := (T,M)*, which is often called the cotangent space at p (see Definition VII.1.2).

Of o(t)
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VI.4. Basis for the tangent space

Let M be an n-dimensional submanifold of R? and let (U, ) be a coordinate chart near p € M and set
a=¢1:U—>Uandz= ©(p). Then we know that T,M = a,.(T,R") = Da(T,R™). Then since Da has
rank n, the vectors Da(er), Daf(es),. .., Da(ey,) are n linearly independent vectors in T, M, forming a basis
for this space.

Notation: Suppose ¢(p) = (z'(p),...,2"(p)). Then a.(e;) is often denoted by %(p). That is:

) = Dae(p) - (65) = oo (o()

Each —‘ is a tangent vector field to M defined for p € U.

xJ

Lemma VI.4.1
Suppose that (U, ) and (V) are two coordinate charts on M and let p € U NV. Denote a = !

and =y~ )
Let o = (2%,...,2") and ¢ = (y*,...,y"). Then the vector fields a 7 and 5> for 1 <4 < n and

1 < j < n coexist on the set U NV. If we denote G = ¢ o9~ !, then we have that:
0 0G7
8y7"( p) = (s Z oy’ 83:3

Where G’ (y) = (27 01~ 1)(y). In a picture:

y = g;z . And then by einstein summation notaton:
9 ozl 0
oyt Oyt Ox’

Proof. For p € UNV, we have that 8(y) =¥ *(y) = ¢ L opo~(y) = aoG(y). By the chain rule then:
Bi(vy) = DB(y) - vy = Da(x) DG (y)vy = (o) - (G )y(vy)
Setting v, = (e;), we see that:

0
57 = (02):((G), (€0)) = Da(@) - DG() -

8GJ
Z

DG
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0 5G3 oGI
Byi A 8y’ Z oy’ 83:7

j=1

Proposition VI.4.2
Let X be a vector field on M (i.e. X is a map from M to T'M such that X, € T,M).

X is smooth if and only if for every coordinate chart (U, ¢), there exist smooth functions f!,...

U — R such that:

X Z f 81:1

48
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g =
.
Basis for T,M. If x = ¢(p) then {e1,...,e,} is a basis for T,R™ = T,U.
THen a basis of T, M is given by Da(x) - e1, ..., Da(z) - e, (since Da(z) has rank n).
Notation' If we denote p(p) = (z'(p),...,2"(p)) then Da(p(p)) - e; is often denoted by %(p). In effect,
each 775 gives us a locally defined vector field on U.
Cautlon Those n vector fields are only defined on U and they depend on the choice of coordinates on U.

In fact, last time we showed that if (V1)) is another coordinate system near p and we denote v = (y!,...,y"),
then we have on U NV that:

Here we what we really mean by g‘;? is the i-th partial derivative of of of y — 27 0 ¢p~1(y). Essentially we're

conflating 27 with 27 o1 ~! in an abuse of notation.
Proposition VI.4.3
Let X be a vector field on M (i.e. X is a map from M to TM such that X, € T,M).

X is smooth if and only if for every coordinate system (U, o) there exist smooth functions f1,..., f™:
U — R such that:

X Z fl 8(E2

Proof. Suppose that X : M — TM is a vector field. Let (U, ) be a coordinate chart on M, and take the
corresponding coordinate chart on T'M. In pictures:

v

Since %, cey % is a basis of T,M. For all p € U, there exist f1(p),..., f"(p) such that:

Xp = Zf 8;15’
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We have that X is smooth if and only if ® 0 X 0 o1 : U — U x R™ is smooth. This holds if and only if:

SN,
®o <; f'(p) o (p)) o <,071 is smooth

— ®o lz fi(@_l(x));ﬁ(w_l(x))] is smooth
fi(w_l(ﬂc))ei> is smooth

— fi(¢ (x))is smoothV1<i<n

< fi(p)issmoothV1<i<n

¢

Perfect!

VII. Differential Forms

VII.1. Definitions and Operations on k-forms

From now on, saying M is an n-manifold means that M is an n-dimensional submanifold of
R? for some d

Given any vector space V, we define and manipulate tensors on this vector space, k-tensors .2 (V) (the
space of k-tensors). In particular, we are concerned with the alternating k-tensors Ak(V).

In differential topology, the vector space V' is taken to be the tangent space T, M to a manifold at a point
pe M.

Definition VII.1.1
Let M be a smooth manifold with or without boundary
(a) A k-tensor field h on M is a function which assigns to each p € M a k-tensor h(p) on the tangent
space T,M; i.e. h(p) € L*(T,M).
(b) A k-form is an alternating k-tensor field; i.e. it is a function w that assigns to each p € M,

w(p) € A*(T,M).

Operations on k-forms

a) Two k-forms w; and we may be added to create a new k-form, and we can also take scalar multiples
of wby ceR:

(w1 +w2)(p) = wi(p) +w2(p)
(cw)(p) = cw(p)
b) (Wedge product). If w is a k-form and 6 is an ¢-form on Mj then the (k + ¢)-form w A 0 is given by:

(wA0)(p) =w(p) AO(p)

We recall the anti-commutativity of the wedge product, which says that w A 6 = (—1)*0 A w.
Convention: Smooth functions f : M — R are identified with 0-forms.

VII.1.1. Understanding 1-forms

Let’s try to understand 1-forms. Let w be a 1-form on M. Then w(p) € AYT,M) = LY(T,M). Le. w(p)
is a linear transformation T, M — R, that is w(p) € (T, M)*.

Definition VII.1.2
For a manifold M and a point p € M, we call (T,,M)* the cotangent space at p

Suppose we are given a vector field X on M (i.e. X(p) € T,M for every p € M) and a 1-form w. Then
the function p — (w(p))(X(p)) € R is denoted by w(X).
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The main example of 1-forms comes from taking the derivative (or pushforward map) of a smooth function
¢: M — R. (i.e. derivatives of 0-forms).

Definition VII.1.3
Let ¢ : M — R be a O-form (aka a smooth function). We defined previously the push-forward map
s 2 TpM — Ty R = R via:

6.(0) = FOO(0)

where () is any smooth curve into M satisfying v(0) = p and 7/(0) = v. We showed that this was a
linear transformation from 7, M — TQ(p)R = R. Therefore ¢, gives us a 1-form!!! Great!

This linear transformation from T, M — R is also denoted by d¢(p) and it generalizes the notion of
the derivative to real-valued functions on manifolds. We call d¢ the 1-form ¢,.

t=0

Remark: We were given a O-form ¢ on M and we defined out of it a 1-form d¢ by taking a derivative of ¢.
In the next section, we will define a generalization of this operation which will taken in a k-form and give
out a (k + 1)-form.

VII.1.2. Understanding k-forms on open subsets of R”

Let us consider an open subset U of R™. The coordinate functions z!,...,z™ are smooth functions from
U — R. Le. they are O-forms.
At each point p € R" we have a basis €1, ea,...,e, of T,R". Now dz!,...,dz" are 1-forms on U. We

want to understand these forms more precisely. Given a vector v € T,U, then:
; d - d . : )
da? - — J ty) = — tvl) = o7
P = S| P =S| @ )=
But wait! this means that dz’(p) is the standard basis of (T,U)* (i.e. the dual basis of e, es,...,e,). More

generally from our discussion on linear algebra, this means that there is a basis on .Ak(TpU ) given by taking
increasing sequences I = (iy,...,i) from {1,...,n} and then considering the basis vectors

dz! i=da™ Adz™ A - Adat

Awesome! This will allow us to fully understand these k-forms on U.
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Let f : M — N be a smooth map. We defined before the pushforward map f. : T,M — Ty, N. We
define this map by taking a tangent vector v, € T, M and finding a smooth curve <y representing v,, aka so
that v lies in M, v(0) = p, and 7/(0) = v,. We then say that f.(v,) = (f o) (0) € Ty N, noting that
f o~ is a smooth curve lying in N and (f ov)(0) = f(7(0)) = f(p). We showed that this is an unambiguous
definition that generalizes the notion of a derivative.

Sometimes we write this linear transformation as Df(p) = fi : T,M — Ty, N (some books use df(p),
etc.)

Last time, we defined the notion of a k-form w as a function which assigns to each p € M an alternating
k-tensor w(p) on the tangent space T,M. We also said 0-forms are just functions f : M — R. We also
understood 1-forms w, so that w(p) € AY(T,M) = L1 (T,M), aka w(p) is a linear map from T, M into R.
That is w(p) € (T,M)*, which is the cotangent space.

The most important example of 1-forms are derivatives of O-forms. Let ¢ : M — R be a smooth function
(i.e. a O-form). Then D¢(p) : T,M — TyyR = R is a linear transformation. Therefore D¢ (often written
d¢) is a 1-form on M. Given ¢ € T, M we have that:

A6y0) = | otr(1)

Where 7(¢) is any smooth curve in M such that v(0) = p and /(0) = v
Check: On R we have d¢,(v) = D¢(p) - v, that is the directional derivative of ¢ at p in the direction of v.
Also last time we investigated k-forms on open subsets of R". Let U C R™ be open and let z',..., 2"
denote the standard coordinate functions. These are smooth, so dz!, ..., dz" are 1-forms on U. We saw that
da!,...,da™ is actually the dual basis to the basis ey, ..., e, of T,U = R™. Therefore a basis for Ak(TpM)
is given by taking wedge products:

de! =dz™ A--- Ada®
Where I = (iy,...,ix) is an ascending index set from {1,...,n}.

Proposition VII.1.1
Every k-form on an open subset U C R™ can be uniquely expressed as a linear combination as below:

szfIde
J;

Where the sum is taken over all ascending index sets I = (i1,...,%) and f; is a function U — R, and
dz! is given as above.

Definition VII.1.4
We say that a k-form on an open subset U of R" is smooth provided that every fr in the expansion
w=>"; frdz! is smooth.

Example VII.1.1
Let ¢ : M — R. We just defined the 1-form d¢. This means:

dp =) fida'
=1
What is f;7 Well:
d
do,(vt, ..., 0") = — t
(b[)(v ’ 71} ) dt t:O¢(p+ U)
= D¢(p) v
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Therefore:
n ad) .
dop = @(p) d
i=1
dop=>" o 4
i=1
This is an important formula!

VII.2. Pullback on k-forms

Two things to recall:
(1) T :V — W is a linear transformation between vector spaces and if w is a k-tensor on W then T*w
is a k-tensor on V defined by:
T*w(vi,...,vg) =w(Tvr,...,Tog)
(2) Given f: M — N smooth, we have a natural linear transformation D f(p) : T,M — Ty, N
Combining these two points, we arrive at the following definition:
Definition VII.2.1
Let f : M — N be a smooth map between two smooth manifolds. Denote by Df(p) the linear
transformation from 7, M into T,y N given by the pushforward map.
Given a k-form w on NN, we define the pullback of w by f, denoted f*w, to be the k-form defined by
the formula:

frw(p) = [Df(p)]"w(f(p))
f*w(p)(ﬂlv s ’7“‘16) = w(f(p))(Df(p) “ULy . *Df(p) ’ Uk")

Remark VII.2.1
We pushforward tangent vectors, but we pullback cotangent vectors and more generally k-forms using
smooth functions f: M — N.

Proposition VII.2.1
Suppose f: M — N and h: N — K are smooth. Let wy,ws be k-forms on N and 6 be an ¢-form on
N.

(1) fH(wr +w2) = f*(w1) + f*(w2)
(2) fflwrAO) = fronfro
(3) (foh)'w=h"f*w

Proof. The first piece is an exercise. For the second part, write y = f(p) and see:

r(wA0)p(vi,...,v64e) = (WA O)y(favr, ..., fitrte)
= Z (sgno)(wy ® gy)(Df(p) *Vo(1)s -+ Df(p) 'Uo(k-‘ré))

0ESk4e

=Y (seno)[Df(p)]"wy @ [DF O] 0y (Voays-- - Vo)

o€Sk
= [Df ) wy ADF(P)]"0y (01, - ., vE1r)
= f*wp A\ f*Op(vl, . 7Uk+l)
Therefore f*(w A 0) = f*w A f*6.

(3) is also an exercise, using the following theorem

¢
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Theorem VII.2.2 (Chain rule on manifolds)
et f:M — N and g: N — O be smooth. Then go f: M — O is smooth, and furthermore:

(9o f)e=giof

Or equivaently:

D(go f)(p) = Dg(f(p)) o Df(p)

¢

Proof. Homework!

Remark VII.2.2
For (3) in the proposition, what we use is that for linear maps T: V. — W, S : W — X, then:

(SoT)* =T*0S"
We use this and the theorem above to give the proof of (3).
VII.2.1. Pullback operation on R"” in coordinates

Let V C RY and U C R"™ be open, and let f : V — U be smooth. The question is what is f*w in
coordinates. Let 2!, ..., 2™ be the standard coordinates on U and 3, ..., 3" the standard coordinates on V.

Write the k-from w as w =Y, aydz! as before where I = (i1, ...,ij) ranges over all ascending index sets
and ar : U — R is a function (aka O-form) and dz! = da® A --- A dz'*.

Then we see that:

frw=f* (Z ar d:z:1>
= Zf*I(aI dz!)
- zj:f*(af)f*(dx“ Ao A
= zj:f*(af)f*(dxil) N

Where we’ve used the fact that since a; is a O-form that a;da’ = a; A da’!. Now the question is what is
f*(ar) and f*(dz?)? Well then f*(az) is the pullback of the O-form a; which is f*(a;) = ay o f.
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Let M, N be manifolds and f : M — N be a smooth map. Given a k-form w on N, we can define the
pullback of w by f as:
[rwp(vi, .. k) = Wi (fevr, .., favr) = Wiy (Df(p) -vi, ..., Df(p) - vk)

We have some nice properties of pullback of k-forms given in Proposition VII.2.1. We copy them here:

(1) [ (w1 +w2) = f*(w1) + [ (w2)

(2) f*(wi AB) = f*w A f*0

(3) (foh)'w=h"f"w
Also for O-forms on N, aka functions of the form N — R, we define f* via the simple formula f*¢ = ¢ o f,
which pulls back ¢ to a function M — R.

Last time we were trying to understand pullback on open subsets of euclidean space. Namely if we have
open sets V C Rf and U C R™, a smooth map f:V — U, and a k-form w on U. Then:

w= E aldml
Ji

Where I = (i1,...,1) is an ascending index set from {1,...,n}, a; : U — R, and:
de! =da* Ao A dat

Since dz(p) is a basis for A¥(T,U). Our questions is what is f*w in the standard coordinates y',...,y" on
V.

By the given properties of the pullback discussed above, we may compute that:

w= Za[ dz!
I
ffw=[f" <Za1dxl> Z (ar dz’)

I

—Zf (arda’) =" f( ')

I
= Z (aro f)f*(da’)
I
So now we reach the natural question (where we stopped last time), what is f*(dz!). Well we know:
Fr(dat) = (f* da™') Ao A (F dat)
Wel what is f*da’? Let z € V and v, € T,V. Then we write:
frdat(vs) = daf,)(Df(2) - v2)

Another way to write this is:

frdat =df*z’ =d(z' o f) = df
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This identity here is general. We’ll prove this on the current homework that f*(d¢) = d(f*¢) = d(¢ o f).
Then of course we have:

dff =df* A AdfE

w=f"* Zaldx> Z (ar dz’)

I

= f*(arda?) Z z!)

1 I

= (aro f)f(da’)
I
= (aro f)df!

I

Corollary VII.2.3
Suppose that w = >, a;daz! is a smooth k-form on an open subset U C R" (i.e. the functions

7 : U — R are smooth). Then let f: V — U be a smooth map where V' C R’ is open. Then f*w is
smooth as well.

Proof. We write
frw=> (aro f)df!

i N~
df' = ; 557 4
k ¢ ofi
f*w = Z (aI e} f) /\ Z D0 J
T=(i1,vin) m=1 \j=1 %Y

Then since aj o f is always smooth and 8gy is always smooth, we know that this will break down into a

linear combination of smooth functions for the coefficients. Thus f*w is a smooth k-form on V. v

Special important case

Suppose we have open sets U,V C R™ and a smooth map f : V — U. Then let w = daz' A--- Adz™. Then
we have that:

Frwy=dff Ao Adf?

So we recall that:

=3
8yﬂ
6 1
oyl

dfyle;) = =)
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And this allows us to compute:
frwy(er, . en) = (df' A Adf™) (e, en)

oft of™
= Z (sgna)df1 R R (60-(1)7~-~7ea(n)) = Z (Sgn(j)? promy
oES,, eyl Oy Gyo(m)
or ... o
6y1 8y"'
=det | © -1 | =detlDF@)T = det Df(y)
2 M °F i
oy! oym

But then f*w, is an alternating multilinear n-form on 7,V = R". So then:
frwy = cdyt A--- Ady™
To determine ¢, we compute:
det Df(y) = frwyler,...,en) =cdy' A--- Ady™(er,...,e,) = cdet I =c
therefore, we get the following formula:
frwy = (det Df(y))dy' A--- A dy"

Theorem VII.2.4
Let f : V — U be a smooth map for open subsets V,U C R™. Let z!,... 2" be the standard
coordinates on U and y',...,y" the standard coordinates on V. Then we have that for y € V:
fr(dzt Ao Ada™), = (det Df(y))dy' A--- Ady"

The above calculation gives the proof

Remark VII.2.3
In other words, a change of coordinates from y € V to f(y) € U gives a multiplicative factor of

det Df(y) = %. This is the same multiplicative factor (up to signs) that appears in the change
of coordinates theorem for integration last semester.

VII.3. Smooth Forms on Manifolds

Definition VII.3.1

Let w be a k-form on an n-dimensional manifold M. We say that w is a smooth k-form provided that
for every coordinate chart (U, p) on M, where ¢ : U — UCR" and a := oL U—UC R?, we have
that a*w is a smooth form on U C R™.

Smooth forms are also called differential forms

Remark VII.3.1
Of course, to check that a k-form w on M is smooth, it is enough to show that for some atlas (U, ¢~)
of M, there holds that ajw is smooth for every v where o, = ¢ L

Here is an equivalent way to phrase the definition of smoothness for a k-form:
Proposition VII.3.1

Let (U, ) be given as ¢ = (z!,...,2"), were each z° : U — R is a smooth function. Then we have n
1-forms dz',...,dz™ defined on U. Recall that the vector fields 8%1’ ey % give a basis for T, M for
every p € U.

; i 1 ifi=y
i (2 (p)) =& = J
a) There holds da, (5% (p)) = ¢/ { 0 ifits

In other words dz,, ...,dz} is the basis of (7,,M)* dual to %(p), cee 8%(1)).
b) With a = ¢~ we have that a*(dz?) = dy* where dy',...,dy" are the standard 1-forms on R™.
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i
d*(ol)(.t):c:’j )
c‘j‘»——zd‘i’:&

s YR

3 R

Proof. Let a = ¢~! and recall that 52 (p) = a.(e;) = Da(y) - e;, where y = ¢(p). Using that ¢ o a = Id we
have that:

poaly) =y
z'oaly) =y’
Now then we have that:

1) () = 2 00)

Where ~ is any curve in M such that v(0) = p and +/(0) = %. One such curve is v(t) = a(y + te;). Then
we have:

da’ (p) <a:az:i (p)> - %L:Ofﬂj(a(y +te;))

d 4 , ,
= Gl 0+ =4

This gives part (a). Now for part (b) we use Homework 8 to write that:
a,(dz') = d(a*z') = d(z' o a) = dy’
This finishes the proof ®. A 4

Next time, we will formulate an equivalent definition of the smoothness of a k-form w in terms of the
forms dz', ..., dz"™ defined above.
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Proposition VII.3.2

Let w be a k-form defined on M. w is smooth if and only if for every coordinate patch (U, ¢) where

o= (x',...,2") the coefficients functions fr : U — R in the below expression are smooth:

szfIde
I

Proof. w is smooth if and only if a* is smooth on U C R™ where a = o1 U—U for every chart (U, ¢).
Using dy!,...,dy"™ to denote the standard 1-forms on R", we have:

afw = Z gr dy’
I

for some gy : U — R. Thus w is smooth if and only if each g; are smooth

Claim
f1(p) = g1 0 p(p)

1

The claim gives the the result since f; is smooth on U if and only if f; o ™" is smooth on U if and only if

gz is smooth if and only if w is smooth.
To prove this claim, we note that:

ofw=a" <Zf1dxl> = Za*(fldxl)
1 1
=Y a*(f)a’(de’) = Y (froa)a*(da® A~ Ada™)
I

I

=Y (frea)a(dz) A---Aa*(da™) =Y (froa)dy™ A--- Ady™
I I

=Y (froa)dy’
1

And thus g7 = froa = froe~'. With this f; = g7 o ¢ as desired. .v.

VIII. The Exterior Derivative

We already saw that if ¢ : M — R is a smooth O-form (i.e., a smooth function), then we obtain a 1-form
d¢ defined as:

A6y(0) = 9u(0) = S| Gom()

Where ~(¢) is a smooth curve in M such that v(0) = 0 and 4/(0) = v. Intuitively this is “the directional
derivative of ¢ at p in the direction of v.”
In this section, we generalize this to k-forms. We start on Euclidean Space

VIII.1. Exterior Derivative on Euclidean Spaces

Definition VIII.1.1
Let U C R"™ be open and suppose that w is a differential k-form on U. Then:

w = a da!
> a;

I
where ay : U — R are smooth. We define the exterior derivative f w to be the following (k + 1)-form:

dw = Zdal A da!
I
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Example VIII.1.1
Suppose f: R™ — R is a 0-form. Then in last section we established that:

df =3 507927
j=1

Example VIII.1.2
Consider the 1-form on R? given by w = f; dz! + foda? + f3 dz®. Then:

dw = dfy Adzt +dfy Ada? + dfy A da?

dflAdxl(gfid +%d +§f§d3)Adx1
gfld A dz +af;dx A da +8f§dx A dzt
gfld Adz? — gf;dx A da®

dfs Ada?® = gfid Ada? — gfid A dz®

dfs Ada® = gfi’d Adz +af§dx A da?®

dw = (gﬁ - gj;) da' A da?

+(g£:13—?)fl’>dx3/\dxl
+(g£z—§£>dx2/\dm3

= gy dz? Ada?® + go dz® A dat + g3 dat A da?
If we stare at this for a while, we realize it is eerily similar to the curl of (f1, fa, f3).

9= (91,92, 93) = curl(f1, fa, f3)

As we see:
i J J
curl(fi, fa, f3) = |52 22 5

1 I3
(s _OBN=_ (s _OR\~, (9% Oh\;
o0x?2  Ox3 ozl  Ox3 J ozl  0z2
Example VIII.1.3

On R? any 2-form can be written as:

w= fidz? Adz® + foda® Adat + fydat A da?

3]

Then in fact we will have that:

df1 0f2 0fs
dw = axd/\dx/\d +82dx/\da§/\d +83

(24 0, Ok
_<8x1+8x2+83> dz!' A da? A da?

dz!' A dz? A da?

Theorem VIII.1.1
Let U C R™ be open. The exterior differentiation operator d defined on smooth forms w on U satisfies
the following properties
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a) Linearity: d(wq + wo) = dwy + dws

b) Multiplication Law: If w is a k-form and 6 any ¢-form:
dwAd) =dwAbd+ (—1)*wAdb

¢) The cocycle condition. d(dw) =0

Furthermore, this is the only operator on k-forms that exhibits these properties and agrees with the
previous definition of df for smooth functions f: U — R

Proof. a) is left as an exercise.
For b). Write w =3, ar, dzlt and 0 = >.1, b1 dz’2. Then we have that:

WAl = Z ar, by, dz™ A dz'
I,12
dwAb) = Z d(as,br,) A dzt A da'?
Ii,12
Now we use that for smooth functions f,g: U — R that by the product rule:
d(fg) =gdf+ fdg
Then we get that:

d(wA6) =Y (br, day, + ar, dby,) A da’

1,1
= Z br, dar, Adz™ Adz™ + Z ar, dbr, A dz™ A da'
1,15 11,12

= ZbIz (Zdah A dxh) Adz™ 4 Zah [(=1)F dz" A dbp,] Ada'
Ig 11 12
= b dwAde™ + (=1 ay, dz" A (Z dby, A dx12>
Iy I

I

=dwA (Z br, A dx12> + (=1)* (Z ar, dxh> A dé

Is Iy
=dw A0+ (-1)fwAdd

c) is left as a homework. It’s a similar proof to part (b).
To show uniqueness, suppose that D is another operator satisfying a), b), and c) so that Df = df for
smooth functions f : U — R. We observe that by b) and c):

D(dz") = D(dz™ A -+ Ada™)
= #da" A--A(DdzP) A Ada'
D(dz*) = D(Dz*) =0
D(dz') =0
Now if w =", aydz’ is any k-form, then we compute by a) and b) that:
Dw = ZD(al dz’)
I

=" D(as) Ada! + (~1)*as A D(dz")
I

= ZD(aI) Ada! = Zdal Ade! = dw
I I

¢
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Last time, we defined the exterior derivative on Euclidean space (Definition VIIL.1.1).

Corollary VIII.1.2
Suppose that g : V — U is a diffeomorphism of open subsets of R” (or H"). Then for every k-form w
on U, we have

d(g*w) = g"(dw)

Remark VIII.1.1
We will show later that this is actually true for any smooth g.

Proof. Let w be a k-form on U, then:
(7)) 0w =
Since by HWS8: f*g*w = (g o f)*w.
To show the corollary, it is enough to show that (¢*)~!d(g*w) = dw.

Let D = (g~')*dg*. Then D is an operator on differential k-forms that satisfies the defining properties of
the exterior derivative (see Theorem VIII.1.1). Furthermore, for any smooth function f : U — R we have:

Df=(g7")*d(g*f)=(g7")*d(fog)
=d(g ") fog)=d(fogog ') =df

Therefore D = d by the uniqueness property of the exterior derivative. 4

VIII.2. The Exterior Derivative on Manifolds

The relation dg* = g* o d that we just proved on Euclidean space is exactly what we need to extend the
definition of d to smooth manifolds.
Definition VIII.2.1

Suppose that w is a smooth k-form on a manifold M (with or without boundary). We define dw
locally as follows.

Let (U, ) be a coordinate chart on M, and let o = p~1. Define:

dw = " da*w

Remark VIII.2.1
We need to check some things:
1) This is a definition using coordinates, so we need to prove that it is well-defined (see the next
proposition)
2) @, is just the inverse of av, : T,R™ — T, M by the chain rule on manifolds. This implies that ¢*
is the inverse of o : AF(T,M) — A*(T,R™).

Proposition VIII.2.1
The above definition makes sense. If (V1) is another coordinate chart such that 8 = ¢~! and
V' NU # 0, then on U NV we have that:

o*da*w =Y dprw

Proof. Here is the picture:
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Let g := p o1, then this is a diffeomorphism on open subsets of R", we have by the previous corollary
that:

g*d(a*w) = d(¢9*a’w)

Therefore we have that:
(™) e d(a*w) = d(B*w)

since (1*)~1 = (¢»~1)*. This is what we wanted to show! <
Theorem VIII.2.2
The exterior derivative of k-forms on manifolds enjoys the following properties
1) d(w1 4+ cws) = dwy + cdws for ¢ € R.
2) d(wA ) =dwAbd+ (—1)Fw A df whenever w is a k-form and @ is an /-form
3) d(dw) = 0.
4) If f is a smooth function, then df agrees with the previous definition.
Such an operator is in fact unique
Proof. 1) is direct. 2) follows because:
af(wAf) = (a’w) A (ah)
da*(w A 6) = d(a*w) Aa*f + (—1)Fa*w A d(a*h)
p*da*(wAf) = ¢* (d(a'w) Ao+ (—1)Fa*w A d(a*0))
= " d(a*w) A p*atl + (—1)Fp*arw A p* d(a6)
=dwAf+ (-1)fwnds
3) is similar, and 4) works because:
e*d(@"f) =¢"d(foa)
—d(foaoy) =df
<
Remark VIII.2.2
An equivalent way to define dw is as follows. Let ¢ = (x!,...,2™) be a local coordinate system, then
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we can write w as:
w= E frdat
I

Where I is an ascending k-tuple and fr : U — |R are smooth. Then by the above theorem (or from the
definition) we have that:

dw =Y df; Ada’ + frd(da’)
I
=> dfy ndat
I

This is really just another way to write the original definition.

Theorem VIII.2.3
Let g : N — M be any smooth map between manifolds with boundary. Then for every form w on M,

d(g*w) = g*(dw) (%)

Proof. We go in steps.

Step 1: (%*) holds if w is a O-form by Homework 8.

Step 2: (xx) holds if w = df for some smooth function f. In this case, dw = d(df = 0), and so the RHS
of (%) is zero. The LHS of (%*) is given by:

dg*(df) =d(dg"f) =0
Step 3: Let w be any k-form on M, then w can be represented in a local coordinate system (U, @) where
o= (z',...,2") as follows:

w:ZfIde
I

g*w = Z(g*fl)(g* dxil A-- _g* dxik)

I
d(g*w) =Y d(g" f1) A (g" da™ A -+ g* da'™)
I
+ Y (g )" dat ) A d(gT dat) A A g dat

1
= Zd(g*fl) A(g*dz™ A---g*da'*)
I

Zg*(dfl) A(g*da™ A - g* dx'™)

I
g <de1/\dx1>
I
*dw

¢

Part C. Integration of Forms on Smooth Manifolds

IX. Orientable Manifolds

Recall from 395 that we called a basis {aq, ..., a,} right-handed (or positive) if det(ay,...,a,) > 0. More
generally, for any n-dimensional vector space V', we defined an equivalence relation on bases of V' as follows:
Given two basis By = (vy,...,v,) and By = (wq,...,w,), we say that By ~ By (or By, By have the same
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orientation) if the change of coordinate matrix g, [Idy]p, defined by the matrix A{ where:

n
w; = E Afvj
1=1

satisfies det(Ag ) > 0. Clearly, there are only two equivalence classes. An orientation of V' is a choice of one
of those two equivalence classes We then can say that a basis is positive or right-handed if it belongs to the
chosen equivalence class.

Example IX.0.1
On R™ we chose the equivalence class containing the standard basis (e, ..., e,) to give the standard
orientation defined above.
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Definition IX.0.1
Let g : A — B be a diffeomorphism of open sets in R™. We say g is orientation preserving if det Dg > 0
on A and orientation reversing if det Dg < 0.

Remark IX.0.1
Some relevant notes:

a) If A is connected, then either det Dg > 0 for all z € A or det Dg < 0 for all z € A, since
Ay ={x € A| detDg > 0} and A_ = {x € A | det Dg < 0} are two disjoint open subsets
covering A (since det Dg # 0 everywhere).

b) Recall that Dg(x) is interpreted as the pushforward map Dg(z) = g. : T,R" — Ty(,)R™. Then
g is orientation preserving if and only if for every = € A, g, is orientation preserving if and only
if for every x € A we have g.(e1),...,g«(en) is a positively oriented basis.

Definition IX.0.2 (Orientable Manifolds)
Let M be a smooth n-manifold (possibly abstract).
a) Given two coordinate charts (U, ¢) and (V1) on M, we say that the two charts overlap positively
if UNV # () and the transition map ¢ o1 ~! is orientation preserving. i.e. det D(p o)) > 0.
b) If M can be covered by a collection of coordinate charts, each pair of which overlap positively or
don’t overlap at all, then M is said to be orientable. If this is not possible, M is non-orientable
c¢) Suppose M is orientable and choose a collection of coordinate charts covering M that overlap
positively (or don’t overlap t all).
Let us adjoin to this collection all other smooth coordinate charts on M that overlap these
patches positively. It is easy to check that this expanded collection also overlaps itself positively.
This expanded collection defines an orientation on M. A manifold M together with an
orientaiton is called an oriented manifold

Remark IX.0.2
In short an orientation of M is a choice of atlas like the one in b).

Example IX.0.2
We saw that any vector space V' is an n-manifold. The two notions of orientation here are the same.
Note that V' is orientable, since it can be covered by one coordinate parameterization

n
(..., 2") ER™ ijvj
j=1
For any choice of basis vq,...,v, of V.
Given such a basis the orientation of V' defined in part c) of the above definition includes all coordinate
charts

n
W'y ERT =Yyl
i=1
Where wy, ..., w, is a basis with the same orientation as v1, ..., v, according to the equivalence relation
defined last class between bases on V.
Thus the two notions of orientation agree.

Suppose we are given an atlas {(Uy, )} of M that defines the orientation. THen we can give an
orientation to every T,M as follows. A basis vi,...,v, of TpM is positively oriented if it has the same
orientation as %(p)7 ol %(p) for some coordinate chart (U, ¢) around p with ¢ = (2!,...,2").

To show that this orientation of T,M is well-defined, we need to show that if (V) is another chart
containing p with v = (y!,...,y") then a%l(p)’ ce ayin(p) has the same orientation as %(p), ce %(p).
But this follows since U and V' overlap positively. This works from homework, since the change of coordinates
matrix between these two bases is given by D(p o ~1), and so its determinant is greater than 0.

66



Faye Jackson MATH 396 - 1X.0

We see this another way, since if « = =1, 3 =191 x = ¢(p), and y = 9(p) this is equivalent to having
e (T)er, ..., Ya(T)e,

In T,R™ positively oriented. But this is just (¢ o a). = (¢ 0 ¥p™1),, and tehrefore this basis is positively
oriented becuase det(¢ o ¥~ 1).(p) = det D(¢p o p~1)(p) > 0.

Here we have implicitly used that if T : V — W is a linaer map between two oriented vector
spaces. Then if T is orientation preserving then 7! is also orientation preserving

Theorem IX.0.1 a) An orientation of a manifold M gives a smooth choice of orientation for
T,M for eahc p € M. By smooth choice we mean that for each p € M there exists a coordinate
chart (U, ) such that with o = ¢~ we have a.(z) maps the basis ey, ..., e, of T,R" into a
positively oriented basis of T, ()M for every x € U= e((U).
b) The converse holds as well, M is orientable if and only if there exists a smooth choice of
orientation for each T, M.

Proof. a), which is the forward direction of b), is what we just proved.

We just need to show the backward implication in b). Suppose we have a smooth choice of orientation for
each T, M. THen this means that for each p € M there exists a coordinate chart (U, ¢) such that if « = p~*
and z € U = p(U), then a,(z)ey, ..., a.(x)e, is positively oriented in To@@M.

Let {(U,,+)}. denote the collection of all such charts. We show that this gives an orientation on M, aka
that this is a positively overlapping atlas. I.e. we must show that det D(py 0 ') > 0 for all 7,7'. But this
follows from noticing that the two bases:

(a’)’)*el7~-~7(a’y)*en (a,y/)*el,...,(oz,y)*en

are both positively oriented bases of T, /. This means exactly that the change of coordinates matrix between

them has positive determiant, but by homework this change of coordinates matrix is exactly D(p, o 3 b,
" Y

Thus we have the desired property. L 4
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Last time we defined orientable in two different ways Definition 1X.0.2 and Theorem 1X.0.1

Definition IX.0.3

Let f : M — N be a diffeomorphism between two oriented manifolds. We say f is orientation
preserving if f,. : T, M — T,y N is orientation preserving (i.e. it maps a positively oriented basis into a
positively oriented bases)

Definition IX.0.4
For 0-manifolds, which are discrete collections of points, an orientation is just a choice of +1 or —1
at each point. This implies that all zero dimensional manifolds are orientatable.

Theorem IX.0.2
We need a theorem to verify some intuition about oriented manifolds

a) Let M be an oriented manifold. Then M admits a reverse orientation that we denote by —M

that assigns the opposite orientation for every tangent space T, M
b) If M is a conneted orientable manifold then M admits exactly two orientations

Proof. We prove a) and leave b) as homework. This is clear for zero-dimensional manifolds. For n-dimensional
manifolds, given an orientation provided by an atlas (U, ¢, ) consider the atlas (U, ¢~} where:

Py = Ao,
A:H" - H"
Az, 2" = (=2t 22, 2™)
So then we have ¢7!' = ¢ 1o A7 = ¢, 0 A.
This reverses the orientation of T, M from that given by {ajast(z)es,. .., a.(z)e,} where a = 7 to that
given by {—ax(z)e1,...,a.(x)e,} which has the opposite orientation.

It is easy to check that (U, ¢,) is still positively overlapping since:
&;1 0Py = @;1 o A™! oAogp,
= op,

Caveat: When n = 1, A does not map H! into H! but rather into L' = {z € R | # < 0}. To solve this caveat,
we allow for coordinate charts of 1-dimensional manifolds to map into H' or L'. THis does not change the
o

class of smooth manifolds with boundary in 1D. v
IX.1. Oriented manifolds in R% of dimensions 1, d — 1, and d
I1X.1.1. Manifolds of dimension 1

Definition IX.1.1

Let M be an oriented 1-dimensional manifold in R%. We define the unit tangent vector field 7' on M
as follows: Given p € M, choose a coordinate chart (U, ¢) containing p in the orientation of M and let
|alpha : U — RY by a = o1,

Then we define T'(p) = |g§gizgh = ‘Zigiggl where a(ty) = p.

Exercise I1X.1.1
T is well-defined and smooth

T is called the unit tangent vector field corresponding to the orientaiton of M. This allows us to think
of M as a directed curve.

Remark IX.1.1
Note that if M has boundary like below
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L

We have to allow for one of the parameterizations of the two boundary points above to be from L!
instead of H!. In factif a: U — M is a paramaterization such that U C H! and «(0) = p, then the unit
tangent vector at p has to point into M.

The same argument would apply at ¢ as well, but this would give you disagreeing orientations to be
from L' instead of H'.

IX.1.2. (d — 1) manfiolds of R?¢

Let M be a (d — 1)-manifold in R?%. If p € M, let 7, be a unit normal vector to T, M in T,R? (since T, M
has codimension 1 in 7T,R?, there are only two choices).

n
g*‘ﬁ» '
VoW

T

Then 7, is uniquely determine up to sign.

Given an orientation of M, choose a coordinate chart (U, ) in the orientation such that @ = ¢! and
z = ¢(p), and {a.(x)e1,...,a(x)eq_1} is a positively oriented basis of T, M. Then we specify the sign of
i, by requiring that the basis of T,R? given by {ii,, a.(z)e1, ..., a.(r)eq—_1} is a positively oriented basis.

2o

1

Ve

vi

Al

Since a.(x)e; = %, this is equivalent to asking that the matrix [ﬁ Da(x)] given below has positive
determinant.
Exercise IX.1.2 (Homework)
This vector field 77 is well-defined and smooth. It is called the unit normal vector field to M.

Conversely, given a smooth (or continuous) unit normal vector field 7 to a (d — 1)-dimensional submanifold
of R?, this gives an orientation of M as follows.

If {v1,...,v4-1} is a basis for T, M, we declare this basis for be positively oriented if {n,vy,...,v4-1} is
a positively oriented basis of Tde =R
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Remark IX.1.2

If M is given by a level set L, = {z € R? | f(x) = a} of a function f:R? — R and if Vf # 0 for all
x € M, then 7 = % is a smooth normal vector field to M, which implies that M is orientable.

Example IX.1.3 (Not all manifolds are orientable)
Consider the 2-manifold in R3 depicted below, which is called the Mobius band:

We cannot have a continuous normal vector field to M, because as you travel along the curve continuously,
you eventually come around to the same point, but on the oppsoite side, meaning you will orient the
normal vector with two different signs at that point. Intuitively, the mobius band has no “inside” or
“outside,” and a choice of orientation is a choice of inside and outside.

Another example of a non-orientable manifold is the Klein bottle (it contains a copy of the mobius
band).
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IX.1.3. d-dimensional submanifolds in R¢
1X.2. Boundary Orientation

Theorem IX.2.1
Let n > 1. If M is an orientable n-manifolds iwth non-empty boundary then OM is orientable.

Proof. If n =1, then OM is zero dimensional, so it is always orientable. For the remainder of this proof let
n> 1 let p € OM, and let (U, ) be a coordinate chart near p on M such that o(U) = U C H".

g :
0 5
W N

x=q” X= P()

M

We saw previously this gives a coordinate chart for OM given by (Uo, po) where Uy = UNOM and po = ¢ Uo*
Then Uy = ¢(Us) = U N {z™ = 0}, which we can regard as an open subset of R*~1.
Let ap = @51 = a|U@><{O}' Such coordinate charts cover OM.

Given an orientation of M given by a positively overlapping atlas will restrict to a positively overlapping
atlas on OM.

We only need to show that if (U, ) and (V,1)) are two positively overlapping charts on M, then (U, o)
and (Vo, o) are positively overlapping on M. v
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We continue the proof of Theorem 1X.2.1

Proof. We just needed to show that if (U, ¢) and (V) are two positively overlapping charts on M, then the
restricted charts (Uop, po) and (Vo, o) are positively overlapping on OM.
That is, we need to show that det D(¢¢ o @51)(33@) > 0 for all zo € p(Uyp N Vo). But note that:

(Yo 0 95 )(x) = m(¥(¢ ™ (2,0)))
where 7 is the projection from H™ onto R"~! which gives the first n—1 coordinates. Therefore D(1)oopg") (7o)

is nothing but the (n — 1) x (n — 1) submatrix of D(¢) 0 ~1)(zo, 0) obtained by removing the last row and
the last column In other words if g = 1) o ¢~ 1):

Ogn
I(xl,...,.zn—1) oz

Dg(zo.0) = (D(d)@ oaf;f(x@) 0 )

Why do we have the upper right being zero? Well note that for any x € ¢(Up N Vo) we have ¢~ (x,0) € OM
so g(z,0) = ¥(p~1(x,0)) = 0. Therefore gi’; (z0,0)=0for 1 <i<mn-—1.

Also gy, (z,t) > 0 for all (x,t) € o(UNV). This means that as g increases in the direction of 2™ at (zo,0),
and so g;’z (r0,0) > 0.

Therefore:

- 9gn
0 < det Dg(w,0) = det D1 0 p5") (o) - 5 (29, 0)

And so since the right piece is greater than or equal to zero, we must have that:
det D (¢ o @51)@@) >0

o
This completes the proof 4

Definition IX.2.1 (9 Orientation)
Let M be an orientable manifold with nonempty 0 and dimension j 1. Given an orientation of M,
the corresponding induced boundary orientation on dM is defined as follows:

a) If nis even, it is exactly the orientation obtained by restricting coordinate charts in the orientation
on M to OM as in the proof of Theorem IX.2.1
b) If n is odd, we take the opposite orientation.
If dim M = 1, the boundary orientation is defined as follows. Well M consists of discrete points because
it is a zero-dimensional manifold. We give a point p € OM the orientation +1 if p belongs to a coordinate
chart (U, ) such that p(U) C ! and orientation —1 if it belongs to a chart (U, ¢) with p(U) C H?.
Consider the picture below:

So then it’s kinda like + on the endpoint and —1 on the starting point.
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Remark IX.2.1
This choice of induced orientation is so that Stoke’s Theorem can be stated properly. On
Homework 11, you will show that this choice of orientaiton for 1D manifolds is well-defined.
We have an alternative and equivalent definition of 0 orientation. Let M be an oriented n-manifold. At
every point p € OM we will give an orientation of 7,,0M.

a) T,(0M) has codimension 1 inside T),M. Therefore, there are two unit vectors in T, M that are

orthogonal to T,,(OM) (using the inner product on the ambient space R?). One is the negative

of the other.
e v

: s (-
EN”

)

More precisely, let (U, ) be a chart near p and o := ¢! : U C H™ — U such that x = ¢(p).
Then . (z) = Da(z) is an isomorphism of T, H" and T, M, whose inverse is ¢, (p) = [ax(z)] 1.
b) The inward unit normal is the normal vector whose image under ¢, (p) belongs to H™ and the

outward unit normal is the one whose image belongs to —H".
This distinction between the unit normals is independent of the choice of (U, ¢) in the same
orientation of M (Homework 11).
c) We orient T,,(0M) by declaring that a basis 1,...,¥,—1 in T,0M if:

{ﬁouta 1717 cee 71777,71}
is positively oriented in T, M.
We will check int he homework that this is a smooth choice of orientations on the tangent spaces, and it
is the same orientation as the one we defined using restrictions of coordinate charts.

Example IX.2.1

Consider the closed unit ball B? in R2. It inherits from R? the standard orientation at each p since
T,B? = T,R? = R2. Then we orient the boundary as below via the right-hand rule.

-2
. Nod

(6]
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7 is positively oriented in T,0B if and only if {7ious, 7} is positively orineted in R? = T, B2, which means
that ¢ must be oriented counterclockwise.

X. Integration of n-forms
X.1. Integrating n-forms on R"

Recall the change of variables theorem for integration. Let g : V' — U be a diffeomorphism of open subsets
of H™ and suppose a : U — R is integrable on U, then:

[ oy = [ algta) et Dy(a] o = [ galaet Dg(e)] da (+)

In particular,

/Ua(y)dy#/vg*a(x)dx

Equality here is needed to define fU a in a coordinate-independent way (and hence to define the integral of a
function on a manifold). Here g is understood as a transition map between two coordinate charts. We say
integration of functions on R™ is not coordinate invariant.

However, looking at (*), we recall that if w is an n-form on U given by w = a(y) Ady' A --- A dy™ then
g*w = g*ag*(dy' A--- Ady™), and so from before:

g (dy* A - Ady™)(x) = det Dg(x) - da* A--- Ada™
g*w(z) = a(g(z)) - det Dg(x) - dz' A --- A da™
= a(g(x)) - |det Dg(z)| - dz* A - A da™

provided that g is orientation preserving. This motivates the following definition:

Definition X.1.1
Suppose that w is an n-form on an open subset U of H". Then w(y) = a(y) dy* A --- A dy” for some
a: U — R. Suppose that a : U — R is integrable on U, then we say that w is integrable on U and define:

/L;w - /L a(y) dy

Proposition X.1.1 (Coordinate Invariance of [ w)
Suppose w is an integrable n-form on an open set U C H", and let g : V' — U be an orientation-
preserving diffeomorphism. Then g*w is integrable on V', and:

e
U \4

Proof. The key point is that for w = ady' A--- A dy™ as in the definition of integration, we have:
g*w(z) = a(g(z)) |det Dg(x)|da’ A --- A dz"

So then the result follows from the change of variables formula:

széamszymeMDwmmzxym

The above computation gives that:

o
v
Remark X.1.1
The key point was that g*(dy' A --- A dy™) = det Dg(x) da! A --- A dz™ which came from the anti-
commutativity da' A dz? = — da? A dal.
The whole apparatus of alternating forms on manifolds exists so that this coordinate invariance holds.
This coordinate invariance of fU w allows us to define integration on manifolds
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Last time, we define onJ when U is an open subset of H” and w is an n-form on U. How? Write
provided that a is integrable.

w=a(y)dyt Ady? A--- Ady™. Just define:
/ W= / a(y) dy
U U
Remark X.1.2

There is no need for w to be a smooth n-form in order to define this integral. Continuity is sufficient,
and not even necessary.

We showed that this definition was invariant under orientation-preserving changes of coordinates, see Propo-
sition X.1.1. This is exactly the property that will allow the extension of this integration theory to manifolds.

X.2. Intgrating n-forms on Oriented n-Manifolds

Definition X.2.1

Let M be a smooth oriented manifold with boundary. Let n = dim M, and w be an n-form on M
(continuity of w is sufficient, but not necessary).

The support of w (denoted suppw) is defined to be the closure of the set {p € M | w, # 0}. We shall
assume that suppw is compact. The definition of | W is done in two steps:

(Step 1) Suppose first that suppw is contained in some chart (U, ) which is in the orientation on M.
Then let a := ¢ ' : U — U. Then U C H" is open, and defin

/ w::/a*w
M U

Note that a*w is a compactly supported continuous n-form on U , so it is integrable.

Exercise X.2.1
Suppose ¢ = (x!,...,2"), then w = fda' A--- Adz™. Then:

/\,” - /f fla(z))dz

This definition makes sense, once we show that it does not depend on the chart chosen. Let
(V,1) be another coordinate chart on M in the orientation such that suppw C V, and let
B:=1~"1:V — V. That is we must show:

o= fpee

For this, we let g := poa™t = oa, then g : (U NV) — (U NV) is an orientation
preserving diffeomorphism. Note that supp(a*w) C (U N V) and supp(f*w) C (U NV)
because suppw CUNV.

o
q?U)”v) = /ﬂ’_\_s

Z

ywm) < Y

5)‘}’(;/ “w)

(s
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Now note that a*w = (0 g)*w = g*(8*w) on (U NV). Therefore by invariance under change
of coordinates (Proposition X.1.1) we have:

/a*w:/ a*w:/ g*(,@*w)):/ B*w:/ 8w
U o(UNV) o(UNV) H(UNV) v

Thus [ o w is well-defined when suppw is a subset of a coordinate chart in the orientation.

(Step 2) Now we integrate arbitrary compactly supported continuous n-forms. We simply use a partition
of unity to break up w into finitely many pieces w; such that each w = >, w; and suppw; is
always a subset of some coordinate chart in the orientation.

More precisely, using the partition of unity theorem (see IBL), we first cover tsuppw by
finitely many coordinate charts (Ug, @) in the orientation and obtain a smooth partition of
unity subordinate to this covering, namely smooth functions p; : M — R such that:

e > .pi=1onsuppw

e supp p; C Uy for some k.

Therefore, we have that w =Y, p;w, and supp p;w C Uy, for some k. We can then define

/Mw:;/Mpiw

Where the latter integral was defined in the previous step. For this definition to make sense, we
need to show that this does not depend on charts or the partition of unity chosen.

Support first that suppw C U, where (U, ¢) si a coordinate chart in the orientation. Step 1
gives us one definition of the integral, and step 2 gives us another definition. We need to show
these definitions are the same. Writing w = >, p;w, then we have that for a := ¢!

a'w=23 a’(piw)
[ > [ o)

/Mw_zi:/Mpiw

Great! The two definitions agree as desired.

Now suppose that (Vp, 1) are another finite collection of charts in the orientation covering
suppw and we have a partition of unity p’ here so that }; p; =1 on suppw and supp p; C V;
for soem /.

Let w; = p;w. Then w; = Zj p;-wi and then:

/Mwizzj:/MP;wi
=Zj:/Mp§piw
£ T8 e
;ZZ_:/MM,O}W
_%:/Mp;w

Perfect! This is exactly what we wanted to show ©

Amazing! This gives us a definition of integration on manifolds.
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Remark X.2.1
It is trivial from the definition to check that the integral [ 1y Satisfies the linearity properties. That is
for a scalar ¢ € R, and two compactly supported continuous n-forms wy,ws we have:

/ (Cw1+OJ2):C/ w1+/ Wy
M M M
Theorem X.2.1

Let g : N — M be an orientation-preserving diffeomorphism between oriented n-manifolds, and let w
be a compactly supported continuous n-form on M. Then we have that:

o[-
M N

Proof. Homework (See final problem set). —

Exercise X.2.2
Let w = f; dat + fo da? + f3 da® be a 1-form on R3. Suppose that v : [0, 1] — R3 be a diffeomorphism
of the unit interval and a smooth curve C' = ~([0, 1]) which is a 1-manifold with boundary. C' is naturally

oriented by v. In fact, v gives us an atlas for C'. Take (Uy, ¢1) and Us, po such that:
Ur=C\{v(1)} Uz =C\{~(0)}
-1 ) Sl A
#1 :’\"[OAI) Y2 /'< +])‘(,10}

This gives the 0 orientation for OC as (1) has +1 orientation and ~(0) has —1 orientation.
Thenn we have by the above theorem that:

/w—/m

3 3

Vw = *Z fidad =% " (f;da’)

j=1

(fjov)d(v*a?)

I
Mx

\
I
-

d~?

dt
dt

(fiov)

<
Il
_

|

—

Let F = (f1, f2, f3). Then v*(w) (v(1)¥'(t) dt. That is:

=F
/”*/0l v w_/ F(y(t))-7'(t) dt

This is sometimes called the line integral of F over C.

X.3. Stokes’ Theorem

Stokes’ theorem is the generalization of the fundamental theorem of calculus to manifolds. To see this, we
start by reinterpreting the Fundamental Theorem of Calculus using our new langauge:

b
/ £ty dt = () — f(a)

Consider the 1-manifold M = [a,b] with its natural orientation from a to b. Then OM = {a,b} has an
induced orientation 41 for b and —1 for a. Let f(¢) be a O-form on M, then df = f'(t)dt is a 1-form on M,
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which we can integrate. Then we have:

b
L&Mf[mf®ﬁ=lf@&
/ f= 1) - f(a)

oM

Thus the Fundamental Theorem of Calculus is equivalent to the statement that:

/Mdf: aMf

This is true for any O-form on the 1-manifold M = [a,b] given. We picked the induced orientation of M
exactly so that this would hold.

Theorem X.3.1 (The Generalized Stokes’ Theorem)
Let M be an oriented n-manifold and let w be a smooth compactly supported (n — 1)-form on M.

Then! We have something amazing:
/ dw = / w
M Jom

Here, OM is given its induced boundary orientation, and if M = () then |, oy w = 0 by convention.

Remark X.3.1
It will be clear from the proof that one actually only needs that w is a C'-form, i.e. its coefficients in
any smooth coordinate system ¢ = (z!,...,2") are w =Y, fr dz! where f; € C1(U).
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We wish to prove Theorem X.3.1!!! Let’s go!

Proof of Stoke’s Theorem. Since both sides of Stokes’ theorem are linear in w, we may assume without loss
of generality (using a partition of unity) that suppw C U where (U, ¢) is a coordinate chart in the orientation
of M. As usual, we set U := o(U) C H" open and a: U — U = ¢~ L.
There are two cases:
(Case 1) Suppose that UNOH" = 0, i.e. U is open in R™. Then of course w is zero on M so:

/ w=20
OM
/ dw=0
M

That is, we want to show the following:

/de:/ﬁa*(dw)z/ﬁd(a*w):/ﬁdy

Where we have set v = a*w. So then we have to show that if v is an (n — 1)-form on the open set U
such that supp v is a compact set contained in U, then:

/dl/:()
U

We may write v in the following way since it is an (n — 1)-form on U e R™:

V—Zgldx —Zz—l" D fdat A - Az Ao Adz®

So then we want to show that:

Where dz means that the term dz’ is omitted from the product, and the signs (—1)*~! are just there
to make the proof cleaner. Also note that the f; € C*(U) and supp f7 is a compact subset of U.
Then we have the following:

(—1)Ydfy Adat A Adz A - A da”

o,

]

I
INgE

=1
=> (1! gfldxj Adg' A Adzi A - Ada”
=1

:Z(fl)’”%dxiAdxA Az A - A da”

We then write that:

[ (S5 o ae

Extending f; to all of R™ to be 0 outside of U by using that supp f; is a compact subset of U and
using bump functions, we can then take a box B = H;.L:l[aj7 b;] so that U C B, and no point in U
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has coordinates a;, b;, just by taking a;, b; sufficiently large. Then we necessarily have that:

/ﬁdl/:/ ( gﬁ) ..dz”
-3 [ e

L)

o —

where 2} = (z!,...,2%,...,2"), and B, = [a1,b1] X - -+ X [a;, b;] x - -

theorem of calculus, we see that:

bi 6fi i 4 / /
(', z)) dz* = fi(bi,x;) — fi(ai, ;) =0—0=0

o, Ot

since (b;, x}), (a;, ;) & U> supp f; for all #, € R"~! by how we chose B.
Thus we have that:
/A dv =0
U
just as needed. Perfect!
Now suppose that U N dM # 0. We argue similarly to the above, but we take B to be the box
B= H;L 1la;, b;] with a,, = 0. This is given in the below picture, where B is in green:

X [@n, by]. By the fundamental

(Chbse 2)

/

#l}-l“

i \

—>Xu =O

And we can also choose things so that:
n—1
supp f; C U C [ la; — 1,b; — 1] x [0,b,, — 1]
j=1

As before, we extend f; to all of B by setting it to be zero outside of U. We then apply Fubini and
the Fundamental Theorem of Calculus to see that:

frae= 3 et

—Z/,(a. g;; i>dx;

Where that with 2z} = (z!,... ,:cl, ...,x™) and B! = [a1,b1] X
see for 1 <i<n—1 that

// afl ' ap)da’ = fi(bs, 2f) — flag ) =0-0=0

- X m X +++ X [ap,bp]. Then we
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Just as before. Then for i = n we just have:

by,
[ [ (/ %dxgdx;
0 +\Jo Oz

= / [fn(@h, b)) = fu(2),,0)]dal,

== fn(x;zao)dx;
B,
where B —n' = B, N {z™ = 0}. Great! This is exactly what we need. We then have our identity:
/ dw = / dv = — fn(zl,,0)dz), (Identity 1)
M U B!,

We now see what is [, w.

Since we're given M the induced boundary orientation in which the restricted chart (U, ¢) is
positively oriented if and only if n is even where U =UNIM, ¢ = ¢|, and ¢ : U — Q C R lis
open. Then a = f’l = a|@70)
These charts can be pictured as:

Y S JeH’
S ——
l‘)_ 0(

>(0.9)
v

v
e ; =
" e
Where 7(zt,...,2") = (z},..., 2" Y and o(z!, ..., 2" ) = (2},...,2"71,0). So a = aor. We then
may write:

[ [

Where the (—1)" term comes out because (U, ¢) has positive orientation if and only if n is even.
Now recall that:

n
a*w:VZZ(—l)i_lfidxl/\--~/\dxi/\-~-/\dx”
i=1
We then have because o = a0 ¢ that a* = 1*a*, so:
Qfw=1"a"w=1"v
Therefore, we may write:
n —_—
a'w=1v= Z(fl)”flL*fi(L* det) A Avrdat A (U da™)
i=1
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Now note that * f; = f; o ¢, that is the restriction of f; to (Q, 0). But then, we see that:
Fda? = d(Fa?) = d(z? 01) = da? (j #n)
Gda” =d(fa") =d(@" o) =0
Therefore, we see that:

*

a'w=1"v (—1)i_1L*fi(x'70)dw1/\---/\Ex\i/\-uo

I
M=

1
)" (2, 0)dat A Ada™ !

Because all terms in the sum with ¢ # n vanish. Therefore:

/ w= / w= (—1)"/ (—D)" (2, 0)dat . da T = — [ fu(a),,0)dal,
oM U U B’
Using (Identity 1), we get that;
/ w = / dw
oM M
This proves the result in this case.

With this we’re done! Perfect! v

I
S,

Corollary X.3.2 (Green’s Formula in R?)
Let W be a compact 2-dimensional submanifold of R? and denote by C' = OW.

Then we have that:
_ dg Of
/c(fd“gdy) - /W (ax B ay) drdy

for any f,g € CY(W).

Remark X.3.2
As we saw in the last section,

/cfdx+gdy=/cﬁ-d§=/abﬁ(7(8))-’/(8)018

Where F = (f,g) and 7 : [a,b] — R? is a curve parameterizing C, that is the line integral of F' along C.
The RHS of Green’s formula is the integral:

dg _of _/ dg _of
/W<ax ay)dxdy‘ W<aa: 6y>d“dy

since W is a 2-manifold in R2, so you can use itself as a coordinate chart.
Also, the quantity 99 _ 91 ig called curl F = V x F, which is a scalar if F : R — R2. Therefore

ox Oy
Green’s Formula has the form:
/ F.d3= / (curl F) dz dy
c w

Proof. Let w = fdx + gdy. Then:
dw=df Adx+dg A dy

_(9F of 0g dg

= (837 dx + 76y dy> Adx + <81; dz + 78y dy> Ady
_ (9% _9f

= (&E By) dz Ady

¢

Then Stokes’ theorem on W gives the result.
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Part D. Riemannian Metrics and the Volume Form

All objects we have thus introduced (forms, integrals on n-forms, Stokes’ theorem) are purely topological
or differential objects.

In particular, they do not distinguish between a manifold M and a diffeomorphic copy of M (like the open
unit ball and all of R™).

Now, we introduce a geometric structure to our differentiable manifolds, namely a Riemannian metric.

Definition X.3.1 (Riemannian Metrics and Manifolds)

Let M be a differentiable manifold. A Riemannian metric g on M is a smooth, symmetric, 2-tensor
that is positive definite at each point p € M. The pair (M, g) is called a Riemannian manifold.

Let’s unwind this definition a bit.

Recall a symmetric 2-tensor. For each point p € M, g, is a 2-tensor on T,M, that is g,(—,—) :
T,M x T,M — R is bilinear, and g, (v, w) = g,(w, v).

Positive-definite means g,(v,v) > 0 for every v # 0 lying in T, M.

For smoothness of a 2-tensor: Let (U, ) be a coordinate chart such that ¢ = (z!,...,2™). Then for
each p € U, we have dz', ..., dz" is a basis for (T, M)* and dz’ ® dz7 is a basis for £?(T, M) (2-tensors
on T, M). Therefore we can write that:

g =Y gij(p)da’ ®da?

1<ij<m

So the claim that g is smooth is that the functions g;; : M — R are smooth. g being symmetric is
equivalent to saying g;; = gji-

Exercise X.3.1
Show that ¢ is smooth if and only if for any two smooth vector fields X,Y on M, there holds that
g(X.Y) : M — R is smooth, where this function is given by p — g,(X,,Y}).
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Recall from Definition X.3.1 that a metric g on M is a smooth symmetric 2-tensor that is positive definite
at each point p € M. We call (M, g) a Riemannian manifold.

If (U, ) is a coordinate chart, then since dz!,...,dz™ is a basis for (T,,M)*; Then for p € U we have for
peU:

9(p) =Y 9i;(p) da’ @ da’
i

With g;; : U — R satisfying ¢;; = ¢;;- And in fact:

sy (2O (0 o
9:\P) = 9\P Oxt’ 8z )~ \ Oz’ I g

If M is a k-submanifold of R?, then it inherits the Euclidean metric from R?. We call this the induced
Euclidean metric on M. That is for v,w € T,M C Tde =R%

gp(v7 w) = <Ua w>]Rd

X.4. The Volume Form

We know from last Friday’s discussion that if (M, g) is an oriented Riemannian manifold, then there exists
a smooth orthonormal frame (ONF) {E1,..., E,} in a neighborhood of each point p € M.
By replacing F; by —Fj; if needed, we may assume that this orthonormal frame is positively oriented.

Theorem X.4.1 (The volume form on oriented Riemannian manifolds)
Let (M, g) be an oriented Riemannian n-manifold. Then:
a) There is a unique smooth n-form € on M such that:
UEy,...,E,) =1
for any positively oriented orthonormal frame {E,...,E,} on M. Q is denoted by dV, or dVi,
(ordAdifn=2ordsifn=1).
Caution: This notation does not mean that dVj, is exact (that is V) is just notation, not an
(n — 1)-form), in fact it is not
b) Let (U, ) be a coordinate chart in the orientation of M, and suppose that ¢ = (x!,... 2").

Then:
AV = /gl dzt A - A da”
where:
lg| = det(gi;) >0
Where g;; are the components of g in these coordinates (... ™).

This unique smooth n-form is called the volume form on (M, g).

Proof. First we show uniqueness. Suppose that such an n-form  exists. Then let E, ..., E, be a smooth
positively oriented orthonormal frame on some open set U C M. Let e!(p),...,"(p) be the basis of (T,,M)*
dual to E1(p),..., E"(p). The 1-forms &, ..., &" are called the dual coframe to E1, ..., E,. We showed on
Friday that in coordinates we have:

&= giE,
However, we won’t use this for our proof.
Then we know that:
Qp) = f(p) " A-oone”
for some smooth function f: U — R. This holds because dim &/™(T,M) = 1. But then:
1=QE,....,E,) = f(p) ("N~ ANe")(Er,...,En) = f(p)

Therefore Q = ! A--- A€™. This implies that € is unique because it has this very precise form.
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Now for existence. Since for every p € M, there exists an open neighborhood U of p and a positively
oriented orthonormal frame {E},..., E,} on U, we define Q(p) = &' A--- Ae™ where €!,...,&" is the dual
coframe to Fr, ..., F,.

To show that this definition makes sense, we need to show that it does not depend on the positively
oriented orthonormal frame chosen. Let E1,..., FE, be another positively oriented orthonormal frame near p
on a neighborhood V of p. Let €1, ...,&, be its dual coframe. Then we must show that:

NN = A AR

To see this, write F;(q) = Al(q)E;(q) for all ¢ € U NV for some matrix A7 of smooth A7 : UNV — R.
The fact that both frames are orthonormal means that A}(g) is an orthogonal matrix (linear algebra).
Therefore det A7 (g) = +1. Since both frames are positively oriented , then det A7(¢q) > 0, so det A/(¢q) =1
forallge UNV
Then we may write:
Q=ce' A ne” Q=e'A---nE”
Then we may write that:
QEy,...,Ey) = ("N Ne™)(Er,..., Ey)
= det[e? (E;)] = det(A7) =1

= A ANEYEY,. .. Ey)
=Q(Ey,...,Ey)
Therefore 2 and agree on a basis, and so ) = Q.

Now for the proof of part (b). Let (U, ) be some coordinate chart with ¢ = (x!,...,2™). Then in those
coordinates we have dV); can be given as:

AV (p) = f(p) cdzt Ao Ada”

for some smooth function f : U — R. To compute f(p) we let Ey, ..., E, be a positively oriented orthonormal
frame defined on U and let €!,..., €™ be its dual coframe. Then we may write that:
o ,
_ i,
gw = 2 BIEi
Then applying the above equality to %, ceey % we obtain that:

_ 0 9 (2 9
= det [5](;11} = det[B]]

On the other hand, we may write with Einstein Summation notation:

o 0

= BfBig(Ex, E;) = BfBioxe = Y _ BFB — j* = (B"B),
k=1

Therefore we have that:
det(g;;) = det(BT B) = (det B)* > 0
lg| = det(gij) >0
det B = ++/|g]

But then both E4, ..., E, and %, ol % and positively oriented, so det B > 0. Thus det B = 4/|g|. Great!
This then tells us that:

dVi(p) = f(p) -dz* A---Ada™ = (det B) -da* A--- Ada™ = /]g| -dat A Ada™
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o
This is exactly what we wanted to show. v

Example X.4.1
Let M be a submanifold of R? and let g be the induced Euclidean metric on M.
Let (U, ¢) be a coordinate chart onM and suppose ¢ = (¢',...,¢") and o = ¢~ ! and set. Then g;;

is just:
o 0 Jda Oa
9i5 =9 (&pi’ 390]) I T T ax(ei) - ax(e;)
= (Da’(z) - Da(x));
Why? Well suppose that A has columns vy, ...,v,. Then AT has rows v{, ..., v1. But then:

(ATA)yj; = vivj = vi-v;
This means that the volume form dVM on U is given by:

dVas(p) = /gl - de' A -+ Adp™
= \/det [DaT (z) - Da(z)] - -dp' A - Adp™

where 2 = p(p)

Definition X.4.1

Let (M, g) be an oriented Riemanian manifold, and let f : M — R be continuous and compactly
supported. Then the integral of f over M is defined as ]M fdVas.

Also, the volume of M is defined as V(M) = [,, 1dVas when M is compact

Exercise X.4.2
Check that V(M) > 0.

Exercise X.4.3
If we reverse the orientation of M, then f\[ fdV does not change

Example X.4.4
Let C be a 1-dimensional submanifold of R? and let v : (a,b) — C be a parameterization of C (i.e.
C = ~v(a,b). We denote dV = ds. Then:

= /YT (&) dt = /|y (¢)]* dt = |y ()| dt

If f: C — R is continuous and Compactly supported then:

/f@—/f (t)| dt

b
[as= [ rola
C a
Example X.4.5

Let S C R9 be a surface (i.e. a 2-dimensional submanifold) and let o : U — R? be its parameterization,
i.e. S =a(U). Denote dVs = dA and let du' A du? be the coordinate form given by a (i.e. if p = o™}
then du’ = d¢* as before).

Then we have that:

the length of C is then just:

dA = \/det DaT (u)Da(u) du' A du?

T da | da da | Oa
T T T 3

paT(wpa( = (B B 5
ou?  Oul ou2  Ou?
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We may then write:
2

Oa da |? oo da\’
T B e I e Y (e des
det Da* (u)Da(u) = 9ai| |50 <8u1 8u2>
ol = |2 |2 (2 da’
I~ \oul| |8 out  Ou?
dA = /|g| du* A du?
If d = 3, then recall that:
da |*| da |? da 0o\’ da |*| da |? B Jda  Oa
—| == | =] =l |=5| (1—-cos?0) =|-— x —
oul| | Ou? oul  Ou? oul| | Ou? dul ~ Ou?
In this case, we see that:
B Ja  Oa 149
/SfdAf/Uf(oz(u)) ‘aul W du du
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Remark X.4.1
Last time, we saw that if M is an orientable Riemannian manifold, then we could define a unique
volume form dVj; and then we used that for integrate functions on M as:

/ fdVu

In coordinates, if supp f C (U, v) then if U= o(U) and a = ¢~

AV = | fla(@)V/]gl (=) dz (*)
f 7= [ rce

where |g| (z) = det Da® (z)Da(x) when (M, g) is the induced Euclidean metric.

I the geeral case, we use a partition of unity to ue the above formula on each coordinate chart.

M does not need to be orientable to define this integral using (x). To see this, we can check that (x)
is indeendent of the choice of coordinates.

We often use the notation [,, f|dVis| for the left hand side of (x). |dVi| is called a Riemannian
density.

1 we have:

XI. Theorems of vector calculus

Here we shall prove the divergence theorem and the classical Stokes’ theorem.

Definition XI.0.1
Given an alternating k-form w on a vector space V (w € &*(V)) and a vector x € V, we define iyw
(called the interior multiplication) as the (k — 1)-form:

ip(W)(vr,. . vk—1) = w(@, vy, .0, VE—1)

Exercise XI1.0.1
Show that i, (w) € &*~1(V)

We will use this notation when w = dVg» is the volume form on R™. Then i, dVg~ is an (n — 1)-form for
any x € T,R™. It is given by:

iX dVRn(’U17...7’Uk_]_) =dV; n(X,’Ul,...,'Uk;_]_)

= ZXI dV}Rn(ei,’Ul, . ,’Unfl)
i=1

n
= ZXidet €iy U1y .-y Un—1)

i=1
n
Z —1)"* det (B, ..., Tp1)

where v; € R"”~! in the above formula is obtained from v; by dropping the i-th coordinate. Then we know:
n
ix AVrn (v1,. .., Up—1) = Z(—l)i'HXi de' A Adzt A Ada™(vr, ., Uno1)

=1
n

ix dVen = Y (-1 X dat Ao Adat Ao Ada”

i=1

Proposition XI.0.1

Let (M, g) be an oriented (n — 1)-dimensional submanifold of R™ (aka a hypersurface), and let g be
the induced Euclidean metric on M. Let N be the smooth unit normal vector to M corresponding to
its orientation.
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(recall that this means that {v1,...,v,_1} is positively orinted in7, M if and only if {N,v1,...,vn_1}
is positively oriented in T,R™)
Then in fact:

AVar = indVan |,

Proof. Let FEy, ..., E, 1 be any positively oriented orthonormal frame on U C M open. Then we know:
iNdVR7L(E1, PN ,En,1 = dVRn(N,eh e ,Enfl) =1

And this holds for every such orthonormal frame. However this is just the definition of the volume form by
" Y

uniqueness. Therefore dVy; = inydVgn v

M

Proposition XI.0.2
With the same notation as above, let X be any vector field along M (not necessarily tangent to M),
then we have:

ixdVia|,, = (X, N) dViy

Proof. Write X = XT + X+ where X+ = (X, N)N € (T,M)* and X7 =X — X+ € T,M.
Then we have:
ix AVen = ix 1 dVgn +ixr dVgn
=ix,NyN AdVrn +ixr dVgn
Therefore we may write:
ixdVen X, N)indVn|,, +ixrdVin|,,
|y = 0. Why? Wel if vy,...,v,_1 € T,M then:
|M(v1, ey Up—1) = dVRn(XT,vl, ceyUp—1) = det(XT,vl, ceyUn—1) =0

Because T, M is an (n — 1)-dimensional subspace, so the vectors given above cannot be linearly independent.
Therefore as claimed above:

|M ={
But then we just need to notice that ixrdVgn

txTdVrn

iXdVRn

v= (X, N)dVyy,
<

Theorem XI.0.3 (The Divergence Theorem)

Le_‘g M be an n-dimensional submanifold of R™ with its induced Euclidean metric and orientation.
Let N be the outward unit normal vector to 9M.

Suppose that Fis a smooth (C! is enough) vector field on M. Then F = F(!,...,F") where
Fi: M —R.

Then we have that:

/ <F, N> dVa]\,{ = / (diV F) dV]Rn
oM M

WHere div F' = Y7 | 96

Remark XI.0.1

The integral [, (F, N)dVaas is called the flow of F' through OM.

For a small ball B, then faB<F’ N)dVyp is how much F' is pointing / flowing into B. If the ball has
radius e then the right hand side is approximately div F((p)e® for p the center of the ball.

If F' is the velocity of a liquid, then div F' = 0, which means the liquid is incompressible which holds if
and only if the amount of fluid that enters a closed region is equal to the amount that exits that region.
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Proof. Let w=ipdVgn. Then w =31 (—1)" Fida! A--- A dzi A« Adz”,
So then we have that:

dw:Z(_l)i+1dFiAdx1/\---/\H;i/\.../\dxn
i=1

= (1)”1< gxkdmk>/\dzl/\~~~/\d:17’/\~-~/\dx”
=1 k=1

" : F* ) —
:Z(—l)“’l%dml/\dxl/\---/\dxl/\~-~/\dx"

° , . QF! ,
= Z(—l)”l(—l)’—lW dz' Ao Adat A Ada™
; X

ozt

=1
= (divF)dz' A--- Ada™

Then we proceed from Stokes’ theorem. We know that:

/ dw = / (div ) dVan
M M

w = i dVen
Jgr= o G 95 o
:/ <F,N>dV3M
oM

Recalling that the boundary orientation of OM is determined by the outward normal vector N. Great! We

then know:
/ (F,N)dVyp = w:/ dw:/ (div F') dVgn
oM oM M M

This finishes the proof .v.

=< 9 )dxl/\-~-/\dx”

Theorem XI1.0.4 (The classical Stokes’ theorem)

Let M be an oriented 2-dimensional submanifold of R? with its induced Euclidean metric.

Let N be the unit normal vector field to M corresponding to its orientation. Let F' = (F!, F2 F3)
be a C'-vector field defined in an open set containing M . Then:

/ F-ds:/ (curl F, N)dA
oM M

where dA = dV); and ds = dVyyy

Remark XI.0.2
This is the generalization of Green’s formula which deals with the case where M is a subset of the (z,y)

plane. In that case, curl F' = (070, o9 68—121) and hence (curl F, N) = 9F2 — %};1 because N = (0,0,1).

Proof. Let w = Ftda! + F?2da? 4+ F3da3.
‘We have seen before that:

/ F~ds:/ w
oM oM
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We also saw that:
3

dw =Gy da® Adz® — Gadat Ade® + Gzt Ada? =Y Gi(~1) " dat Adat A da?
i=1
where G = (G1, G2, G3) = curl F. Where of course:
OF? OF' OF® OF* OF? OF
0z ' 0z Ox ~ Oz oz Oy

curl FF = (3F28y —

Hence dw = i dVgs and

G,N)dVi; = (curl F, N)dVy,

dw|M :’ingR3|M :<

But we also know that:
(dw)‘: d(w‘M)
Why? Well if j : M — R3 is the inclusion then:
w|M =j'w = d(w|M) =djfw=j"dw = (dw)|M
By Stokes Theorem applied to w| o e have:

| oely= [ el = [ @,

/ F~ds:/<cur1F7N>dA
oM M

This completes the proof

93

¢



Faye Jackson MATH 396 - 1.0

Appendix
Appendix A. IBL: Measure Theory and Lebesgue Integration

This is the IBL section of the course. These problems are done in groups, and not all of them are completed
here. These problems are primarily in measure theory and the construction of the Lebesgue Integral

94



Winter 2021 MATH 396 Zaher Hani

Handout 1
Where did we learn in 3957

The notion of Lebesgue outer measure of a set E:

)=, 318

where the union above is taken over boxes B; C R?. A set E C R is
said to be Lebesgue measurable if for every e > 0, there exists an open
set U C R? containing F such that m*(U \ E) < e. If E is measurable,
we refer to m(FE) = m*(E) as the Lebesgue measure of E.

We have proven the following facts:

(i) Properties of the outer measure
e m*()) =0.
e (Monotonicity) If E C F C R?, then m*(E) < m*(F).
e (Countable subadditivity) If Ey, Ey,... C R? is a countable
sequence of sets, then m* (U2, E,) < > m*(E,).
(i) If dist(£, F') > 0, then m*(E U F) = m*(E) + m*(F).
(iii) If £ is an elementary set, then m*(E) = m(FE) where m(FE) is the

elementary measure of F defined before. More generally,

(iv) Let E = U2, B, be a countable union of almost disjoint boxes By,
(this means that their interiors are disjoint) then

oo

m(E) = " |Bul.

k=1

As such, R? for example has infinite outer measure.

1



(v) Let E C R? be an arbitrary set. There holds

m (E) - ECUl,I(l]fopenm (U)

This is called outer reqularity.

Show the following (Warning: some of those questions are trivial
one-liners).

Q1) Every open set is Lebesgue measurable.

Q2 If £y, Ey, F5, ... C R? are a sequence of Lebesgue measurable sets,
then the union U)? | £}, is Lebesgue measurable

Q3) Every closed set is Lebesgue measurable. Hint: Reduce to the
compact case. Then, use that any open set is the countable union
of almost disjoint closed cubes, as well as some of the properties
reviewed above.

Q4) Every set of Lebesgue outer-measure 0 is measurable (such sets are
called null sets).

Q5) the empty set () is Lebesgue measurable.
Q6) If E C RYis Lebesgue measurable, the so is its complement RY\ E.

Q7) If By, By, E3,... C R? are a sequence of Lebesgue measurable sets,
then the intersection N ° , F, is Lebesgue measurable.

Q8) A set E is measurable iff and only for every € > 0 one can find an
open set U such that m*(EFAU) < € (in other words £ differs from
an open set by a set of outer measure ¢.)

Q9) A set E is measurable iff and only for every € > 0 one can find
a closed set F' such that m*(EAF) < € (in other words E differs
from a closed set by a set of outer measure e.)

Q10) If By, E,,... C R? is a countable sequence of disjoint Lebesgue
measurable sets, then m(U2 4 E,) = > 7 m(E,).
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I.1. IBL Week 1

Problem I-3
Every closed set is Lebesgue measurable. Hint: Reduce to the compact case. Then, use that any open
set is the countable union of almost disjoint closed cubes, as well as some of the properties

Solution. First we handle the case of a compact set C. Fix some € > 0 and let U be an open set so that
C C U and m*(U) — m*(C) < 5 by outer regularity. Now we express the open set U \ C' as the countable
union of almost disjoint closed cubes By, Bs,.... We wish to show that the following by property (iv):

> e
m*(U\C) = |Bxl < 5 <€
k=1

To do so it suffices to show that any finite sum Zgzl |B| < 5.
To do this, note that By, C U \ C so B, N C = ). We wish to show that dist(By,C) > 0 in order to use
property (ii). We prove a small lemma

Lemma I1.1.1
For any two disjoint compact sets K; and Ko we know that dist(Ky, Ks) > 0

Proof. Suppose that dist(K7, K3) = 0. Then construct sequences z,, € K7 and y,, € Ks such that d(x,,y,) <
% by definition of the distance.

Now by compactness is a convergent subsequence z,, of z, and Yny, of yn,. These converge to some
z € K7 and some y € K5 respectively. We show that x = y and so K; and K5 are not disjoint. To do this
fix some € > 0 and let £ € N be so that 3 < £, d(n,,, ) < 5, and d(yn,,,y) < §. Then note that

AN
d(z,y) < d(z,zp,,) + d(2n,, Yn,,) + dYn,, » Y)

€ 1 €
< g + nike §
e 1 €
< g + Z + g
€ & €
< g + g + g €
And so z = y by taking ¢ — 0. This shows that z € K7 N K3 so K7 and K5 are not disjoint. With this we’ve
shown the contrapositive of the lemma. .v.

Therefore since Ufcv:1 By, is compact since each By, is compact and C' is compact, we know that:

N

dist (U B,ﬁc) >0
k=1

Now by property (ii) and monotonicity we know that:

N N
m*(C) + Z |B| = m”* (C u U Bk> <m*(U)
k=1 k=1
N
S 1Bi < m*(U) =m(C) < 5
k=1
And so passing to the infinite case:
m*(U\ C) = Bil<S<e
CACELAES

This shows that C' is Lebesgue measurable just as desired.
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Now consider any closed set C. Now write R™ as a countable union of almost disjoint closed boxes

By, Bs, ... by just taking points on the integer lattice as corners for these boxes. Then we know that:
o0
C=CnNR"=Cn (U Bk>
k=1
o0
=JcnB
k=1

Now since C'N By, is a closed subset of the compact set By we know that C N By is compact, and so by the
previous case it is Lebesgue measurable. But then by Question 2 we know that C is Lebesgue measurable

just as desired! Great! L 4
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The notion of Lebesgue outer measure of a set E:

)=, 318

where the union above is taken over boxes B; C R?. A set E C R is
said to be Lebesgue measurable if for every e > 0, there exists an open
set U C R? containing F such that m*(U \ E) < e. If E is measurable,
we refer to m(FE) = m*(E) as the Lebesgue measure of E.

We have proven the following facts:

(i) Properties of the outer measure
e m*()) =0.
e (Monotonicity) If E C F C R?, then m*(E) < m*(F).
e (Countable subadditivity) If Ey, Ey,... C R? is a countable
sequence of sets, then m* (U2, E,) < > m*(E,).
(i) If dist(£, F') > 0, then m*(E U F) = m*(E) + m*(F).
(iii) If £ is an elementary set, then m*(E) = m(FE) where m(FE) is the

elementary measure of F defined before. More generally,

(iv) Let E = U2, B, be a countable union of almost disjoint boxes By,
(this means that their interiors are disjoint) then

oo

m(E) = " |Bul.

k=1

As such, R? for example has infinite outer measure.
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(v) Let E C R? be an arbitrary set. There holds

m (E) - ECUl,I(l]fopenm (U)

This is called outer reqularity.

Show the following (Warning: some of those questions are trivial
one-liners).

Q1) Every open set is Lebesgue measurable.

Q2 If £y, Ey, F5, ... C R? are a sequence of Lebesgue measurable sets,
then the union U)? | £}, is Lebesgue measurable

Q3) Every closed set is Lebesgue measurable. Hint: Reduce to the
compact case. Then, use that any open set is the countable union
of almost disjoint closed cubes, as well as some of the properties
reviewed above.

Q4) Every set of Lebesgue outer-measure 0 is measurable (such sets are
called null sets).

Q5) the empty set () is Lebesgue measurable.
Q6) If E C RYis Lebesgue measurable, the so is its complement RY\ E.

Q7) If By, By, E3,... C R? are a sequence of Lebesgue measurable sets,
then the intersection N ° , F, is Lebesgue measurable.

Q8) A set E is measurable iff and only for every € > 0 one can find an
open set U such that m*(EFAU) < € (in other words £ differs from
an open set by a set of outer measure ¢.)

Q9) A set E is measurable iff and only for every € > 0 one can find
a closed set F' such that m*(EAF) < € (in other words E differs
from a closed set by a set of outer measure e.)

Q10) If By, E,,... C R? is a countable sequence of disjoint Lebesgue
measurable sets, then m(U2 4 E,) = > 7 m(E,).
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1.2. IBL Week 2
Problem I-6

If E C R? is Lebesgue measurable, then so is its complement RY \ E

Solution. Fix some sequence Uy, Us, ... of open sets so that each U, contains F and:
U\ E) <
Now name the following set:
A= U R4\ U,
n>1

Here we know that each R\ U, is closed, so by Questions 2 and 3 A is measurable. We claim that A C E°,
and we will show that E°\ A is Lebesgue measurable. With this we will see that:

E°c=(E°\AUA
So then E¢ will be measurable. We’ll quickly show that A C E€. Fix some a € A, then a € R?\ U,, for some

n, and then a € U, and U,, contains F, so a € E, so a € E°. Great!
To show that E¢\ A is Lebesgue measurable we will use Question 4, showing that it has measure zero:

E\ACE\U: =R\ EYNU, =U, \ E

So applying monotonicity we have for all n that:

1

m*(EC\ A) <m™(Un \ B) < —~
And so E°\ A has measure zero. Thus E°¢\ A is Lebesgue measurable and so E¢ = (E°\ A) U A is Lebesgue
measurable as desired! v

Problem I-7

If E1, Es, Ej3, ... are a sequence of Lebesgue measurable sets then the intersection ﬂ;“:l E,, is Lebesgue
measurable

Solution. This is simple, note by by Problem 2 and Problem 6 since Ef, EY, ... are all Lebesgue measurable
that |J,—, E¢ is Lebesgue measurable. Then we see that:

(o) o) [e ]

(UE5> =@ =N E

n=1 n=1 n=1

. o
Must be Lebesgue measurable by Question 6. L 4

Problem I-8
A set E' is measurable if and only if for every € > 0 one can find an open set U such that m*(EAU) < e
(in other words E differs from an open set by a set of outer measure ¢).

Solution. Let’s do this in each direction!

(=) Suppose that E is measurable and fix € > 0. Then there is some open set U containing F so that
m*(U \ E) <e. Since U contains F we know that E\ U = 0, and so:

m*(U\ E) = m*(EAU) < ¢

And so we are done!
(<) Fix some € > 0, and pick an open U such that:

€
(EAU) < —
mAEAY) < 53
in particular we will have by monotonicity that:
€ €
(E\U) £ *(U\E) < —
m(B\D) < & m(U\B) < &
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Now by outer regularity find some open set O containing F \ U so that:
LSk
53 ~ 53
Now take V =U UQO. V is open and we claim that V' contains E since O contains E'\ U and U will
necessarily contain the rest of E. Then we compute by monotonicity and subadditivity that:

m*(V\ E) <m*(U\ E) + m*(O\ E)

m*(0) <m*(E\U)

€
< — (O
< 53 Tm(O)
2¢ 3e
< — (E\U) < =<
Sggtm(BAU) s gz <e
And so since we can repeat this construction for any € > 0 we see that F is Lebesgue measurable.
Great! v

Problem I-9
A set E is measurable if and only if for every € > 0 one can find a closed set F' such that m*(EAF) < ¢
(in other words F differs from a closed set of outer measure ¢).

Solution. We apply Question 6 and Question 8. Note that F is measurable if and only if £¢ is measurable,
and so E is measurable if and only if for every € > 0 one can find an open set U such that m*(E°AU) < e.
Now consider that if we set F' = U€ then:

E°AU =E°\UUU\E°=(E°NU°)U(UNE)
=(F\E)U(F°NE)=(F\E)U(E\F)=EAF
Now note that since U is open if and only if F' is closed and we see that:
m*(E°AU) = m*(EAF)
It is clear that we can find an open set U such that m*(E<AU) < ¢ if and only if we can find a closed set F'

such that m*(EAF) < e. v

Problem I-10
If By, Fy,... C R%is a countable sequence of disjoint Lebesgue measurable sets, then m (|2

;a,:l
Zle m(Ey,).

Solution. We have the inequality in one way by countable subadditivity.

FII,) -

Claim
If a set E is measurable then for every € > 0 we can find some closed set F' contained in F so that
m*(E\F) <e.

Proof. Fix € > 0, and note that F° is measurable by Question 6. Then there is some open set U
containing E° so that m*(U \ E€) < e. Then take F' = U¢. We then F is closed and contains F, and
also:

m*(E\F)=m*(UNE)=m*(U\ E°) <e

" Y
And so we’re done v

Claim
If all E; are compact then the statement is true. TODO

¢

Proof. TODO
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Claim
If all E; were bounded then the statement is true by approximating with the first claim, reducing to
the compact case. TODO

¢

Proof. TODO

¢

Now we finally handle the general case.
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Handout 2
Integration of Simple Functions

Definition 0.1 (Simple function). A (complex-valued) simple function
f:R? — C is a finite linear combination

f=calg +...+clpg,

of indicator functions 1g, of Lebesgue measurable sets F; C R?. Here,
t = 1,...,k where £ > 1 is a natural number and ¢y, cs,...,¢c, € C
are complex numbers. (Recall that the indicator function of set is the
function that is equal to 1 on this set and zero otherwise). Clearly, this
is a complex vector space.

An unsigned simple function f : R? — [0, oo] is defined similarly but
the ¢; take their values in [0, oo] rather than C.

Definition 0.2 (Integral of an unsigned simple function). If f = ¢11p,+
...+ cilp, is an unsigned simple function, the integral Simp fRd f(z)dx
is defined by the formula

Simp 8 f(x)dx = com(EL) + ... + cxm(Ey). (1)

Thus Simp [, f(2)dx takes values in [0, 00]. (Here we adopt the con-
vention that 0 - co = 0 in doing computations with the extended non-
negative real numbers [0, 00]).

A simple function has different representations as a linear combina-
tion of indicator functions of measurable sets, so for the above definition
to make sense, we need to show that if

f=alp +.. . +alg =dlg+... + cgf,1Elf€,
then we get the same answer when applying the formula (1), i.e. that
com(Ey) + ...+ agm(Ey) = dm(Ey) + ... + cum(E}).

1



Q1) Show this! Partition R? into at most 28*% disjoint sets formed by
taking intersections of the k + k' sets Ej, and E,and their com-
plements. Then write what needs to be proved in terms of those
disjoint sets.

In the following questions, let f, g : R? — [0, 0o] be simple unsigned
function.

Q2) (Unsigned Linearity) Show that

Simp [ f(x)+ g(x)dx = Simp [ f(x)dx + Simp/ g(x)dz
Rd Rd Rd

and for any ¢ € [0, o0]
Simp/ cf(x)dx = cSimp | f(z)dz.
R R

Q3) (Finiteness) Show that Simp [p, f(z)dz < oo if and only if f is
finite almost every where, and its support (defined here as the set
{f(x) # 0}) has finite measure.

Notation: A property P(x) of a point € R? is said to hold almost
everywhere in R? (or for almost every point z € RY) if the set of
x € R? for which P(x) fails has Lebesgue measure 0. For example,
two functions f and g agree almost everywhere if one has that
f(x) = g(z) for almost every x € R%

Q4) We have Simp [, f(z)dz = 0 if and only if f is 0 almost ev-
erywhere. In particular, f and g agree almost everywhere then

Simp [ f(z)dz =Simp [, g(z)dx.
Q6) If f(x) < g(z) for almost every x € R?, then Simp [, f(z)dz <Simp [, g(z)dz.

Definition 0.3 (Absolutely convergent simple integral). A complex-

valued simple function f : R? — C is said to be absolutely integrable
if
Simp [ |f(z)|dx < occ.
Rd

2



If f is absolutely integrable, the integral Simp fRd f(x)dx is defined for
real signed f by the formula

Simp [ f(x)dx:=Simp [ fi(x)de —Simp | f_(x)dz
R¢ R¢ Ré

where f, = max(f(x),0) is the positive part of f, and f_ = max(—f(z),0)
is the negative part of f. Note that since f,, f- < |f|, they have a finite
integral. Finally, for complex-valued f, we define

Simp [ f(x)dz := Simp/ Re f(x)dx + i Simp/ Im f(x)dz
Ré R¢ Rd

Q7) Show the linearity property of this integral as in Q2) (but with
c € C). Hint: Start with establishing it for real-valued simple
functions.
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1.3. IBL Week 3

Problem I-1

Show this! Partition R? into at most 281™ disjoint sets formed by taking intersections of the k + m
sets E; and E; and their complements. Then write what needs to be proved in terms of those disjoint
sets

Solution. Start by writing F} := E} for convenience. Now write E =L E = E%, FO Fj, and F1 Fy.
Now for e € {0,1}* and e € {0,1}™ we take the following set:

EE,EF mEEEﬂnFF

These are disjoint since if we have (eg,er) # (0g, 0r) then either e, # 8% or 5% % 5%, and so we intersected
A(eg,er) with A(0g,dr) we would end up with something like F; N E or F; N Ff, which must be empty.
Furthermore they partition R? since for any x € R? we may set €% to be 0 if z € E; and 1 if z € Ef, and
likewise 5% tobe 0if z € F; and 1 if x € Ff. We can always do this, and by definition we will then have
x € A(EE, EF).
Now we note that if & C {0,1}* is the subset where the i-th coordinate is 0 we see that:

Ei :ElﬂRd :Ezﬂ U A(5E,€F)

ep€{0,1}*
erp€q{0,1}™
= U EiﬂA(EE,EF): U A(EEagF)
k €&
S cretoy

Because either we intersect with a subset of E; or we intersect with E; and EY. Likewise for F; C {0,1}" is
the subset where the j-th coordinate is 0 we see that:

Fj = U A(EE,€F)

epc{0,1}*
er€F;

With this established we now write the sum, noting that since these are unions and intersections of Lebesgue
measurable sets they are Lebesgue measurable:

k k
Zcim(Ei) = Zci Z m(Aleg,er))
i=1 i=1 eg€E&;
ere{0,1}™

Zcm ZC; Z m(A(eg,er))

J=1  epe{0,1}*
erEF;

¢
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Handout 3
Integration of Simple Functions

Definition 0.1 (Simple function). A (complex-valued) simple function
f:R? = C is a finite linear combination

fzcllE1+---+Ck1Ek

of indicator functions 1g, of Lebesgue measurable sets E; C RY. Here,
t = 1,...,k where £ > 1 is a natural number and ¢, cs,...,¢c, € C
are complex numbers. (Recall that the indicator function of set is the
function that is equal to 1 on this set and zero otherwise). Clearly, this
is a complex vector space.

An unsigned simple function f : R? — [0, oo] is defined similarly but
the ¢; take their values in [0, co] rather than C.

Definition 0.2 (Integral of an unsigned simple function). If f = ¢115,+
...+ 1, is an unsigned simple function, the integral Simp [, f(x)dz
is defined by the formula

Simp y flz)dz := cym(Ey) + ... + cgm(Ey). (1)

Thus Simp [, f(2)dz takes values in [0, c0]. (Here we adopt the con-
vention that 0 - co = 0 in doing computations with the extended non-
negative real numbers [0, oc]).

Last time, we showed that this is integral is well-defined, and ex-
plored some properties of this integral (like linearity, monotonicity,
when it is finite, when it is zero). Then we used it to define

Definition 0.3 (Absolutely convergent simple integral). A complex-
valued simple function f : R? — C is said to be absolutely integrable
if
Simp [ |f(z)|dx < occ.
Rd

1



If f is absolutely integrable, the integral Simp fRd f(x)dx is defined for
real signed f by the formula

Simp [ f(x)dx:=Simp [ fi(x)de —Simp | f_(x)dz
R¢ R¢ Ré

where f, = max(f(x),0) is the positive part of f, and f_ = max(—f(z),0)
is the negative part of f. Note that since f,, f- < |f|, they have a finite
integral. Finally, for complex-valued f, we define

Simp [ f(x)dz := Simp/ Re f(x)dx + i Simp/ Im f(x)dz
Ré R¢ Rd

Last time, we showed that this definition of integral is linear.

Q1) If f and g are two absolutely integrable simple functions that agree
almost everywhere, show that their integral is the same.

Definition 0.4 (Unsigned measurable functions). An unsigned func-
tion f : R? — [0,00] is said to be Lebesgue measurable if it is the
pointwise limit of unsigned simple functions, i.e. if there exists a se-
quence fi, fo, f3,... : R? — [0, 00] of unsigned simple functions such
that f,(x) — f(z) for every z € RY.

Q2) Show that the following are equivalent for an unsigned function
f:RY— [0, 00]

(a) f is Lebesgue measurable.

(b) f is the supremum f(z) = sup,, f,(x) of an increasing sequence
0 < fi < fo < ... of unsigned simple functions f,, each of
which are bounded with finite measure support.

(¢) For each A € [0,00], the set {x € R?: f(x) > A} is Lebesgue
measurable.

(d) For each \ € [0,00], the set {x € R?: f(x) > A} is Lebesgue
measurable.



(e) For each A\ € [0,00], the set {x € R?: f(z) < A} is Lebesgue
measurable.

(f) For each A € [0,00], the set {x € R?: f(x) < A} is Lebesgue
measurable.

(g) For every interval I C [0,00), the set f~}(I) := {x € R? :
f(x) € I} is Lebesgue measurable.

(h) For every (relatively) open subset U of [0, 00), the set f~1(U) is
Lebesgue measurable.

(i) For every (relatively) closed subset K of [0, 00), the set f~1(%)
is Lebesgue measurable.

Hints: The following are not so hard to prove b) = a), and (c) <
(d) < (e) & (f) & (9) & (h) & (i). You can start with those.
Then one is left with proving that a) = ¢) and (¢) — (i) = b). To
prove that a) = ¢), use the identity
f(x) = lim f,(x) =limsup f,(z) = inf sup f,(z).
n—00 N—00 N>0p>N

Finally to obtain (c)— (i) = b), assume f obeys (c)— (i), and define
fu(x) to be the largest integer multiple of 2" that is smaller than
min(f(z),n) when |x| < n and 0 otherwise. Verify that this is an
increasing sequence of simple functions that satisfy the conditions

of ().
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I.4. IBL Week 4

Problem I-2
Show that the following are equivalent for an unsigned function f : R — [0, c0].
(a) f is Lebesgue measurable.
(b) f is the supremum f(x) = sup,, fn(z) of an increasing sequence 0 < f; < fo < --- of unsigned
simple functions f,, each of which are bounded with finite measure support
(c) For each X € [0,00], the set {z € R?| f(x) > A} is Lebesgue measurable
(d) For each A € [0,00], the set {z € R?| f(x) > A} is Lebesgue measurable
(e) For each X € [0, 00], the set {x € R? | f(x) < A} is Lebesgue measurable
(f) For each A € [0,00], the set {z € R? | f(x) < A} is Lebesuge measurable
(g) For every interval I C [0,00) the set f~1(I) := {x € R? | f(z) € I} is Lebesgue measurable
(h) For every (relatively) open subset U of [0, 00), the set f~1(U) is Lebesgue measurable
(i) For every (relatively) closed subset K of [0,00), the set f~!(K) is Lebesgue measurable

Solution. Let’s prove these duderinos:
b) = a)

¢
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Handout 4
Measurable functions (Continued)

Definition 0.1 (Unsigned measurable functions). An unsigned func-
tion f : R? — [0,00] is said to be Lebesgue measurable if it is the
pointwise limit of unsigned simple functions, i.e. if there exists a se-
quence f1, fa, f3,... : R? — [0,00] of unsigned simple functions such
that f,(x) — f(z) for every z € RY.

Last time, we showed that the following are equivalent definitions of
measurability for unsigned functions f : RY — [0, oo]

(i) f is the supremum f(z) = sup, fu.(x) of an increasing sequence
0 < f1 < fy < ... of unsigned simple functions f,, each of which
are bounded with finite measure support.

(ii) For each A € [0,00], the set {x € R? : f(z) > A} is Lebesgue
measurable.

(iii) For each A € [0,00], the set {x € R? : f(z) > A} is Lebesgue
measurable.

(iv) For each A € [0,00], the set {x € R? : f(z) < A} is Lebesgue
measurable.

(v) For each A € [0,00], the set {z € R? : f(z) < A} is Lebesgue
measurable.

(vi) For every interval I C [0,00), the set f~1(I) := {x € R?: f(x) €
I} is Lebesgue measurable.

(vii) For every (relatively) open subset U of [0,00), the set f~}(U) is
Lebesgue measurable.

(viii) For every (relatively) closed subset K of [0,00), the set f~!(K) is
Lebesgue measurable.



Q1) Show that every continuous function f : R? — [0, 00) is measur-
able.

Q2) Show that the supremum, infimum, limit superior, or limit inferior
of sequences of unsigned measurable functions is measurable.

Q3) Show that an unsigned function that is equal almost everywhere
to an unsigned measurable function, is itself measurable. Remark.
This means that one can define the concept of measurability for an
unsigned function that is only defined almost everywhere on R
rather than everywhere on R?, by extending that function arbi-

trarily (say setting it to be 0) on the null set where it is currently
undefined.

Q4) Show that if a sequence f,, of unsigned measurable functions con-
verges pointwise almost everywhere to an unsigned limit f, then f
is also measurable.

Q5) If f : R? — [0, +00) is measurable and ¢ : [0,00) — [0,00) is
continuous, show that ¢ o f : R? — [0, 00) is measurable.

Q6) If f,g: R — [0, +-00] are measurable, show that f 4+ g and fg are
measurable too.

We can now define the concept of measurability for complex-valued
functions. As discussed in the above remark, it is convenient to allow
for such function to be only defined almost everywhere, rather than ev-
erywhere, to allow for the possibility that the function becomes singular
or otherwise undefined on a set of measure zero.

Definition 0.2 (Complex measurability). An almost everywhere de-
fined complex-valued function f : R? — C is Lebesgue measurable, or
measurable for short, if it is the pointwise almost everywhere limit of
complex-valued simple functions.

As before, there are several equivalent definitions:



Q7) Let f : R? — C be an almost everywhere defined complex-valued
function. The the following are equivalent:

(a) f is measurable.

(b) The positive and negative parts of Ref and Imf are unsigned
measurable functions.

(c) f~Y(U) is measurable for every open set U C C.
(d) fY(K) is Lebesgue measurable for every closed set K C C.

Remark.  Part (ii) above (or even the definition) shows that f
is measurable iff its real and imaginary parts are measurable, and
that a real-valued function is measurable if and only if its positive
and negative parts are measurable.
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1.5. IBL Week 5

Problem I-1
Show that every continuous function f : R? — [0, 00) is measurable.

Solution. Note that if U is an open subset of [0, 00), then by definition of continuity f~1(U) is an open set,
and we know that open sets of R? are Lebesgue measurable from previous work. Thus by definition (vii) we
o

know f is measurable. 4

Problem I-2
Show that the supremum, infimum, limit superior, or limit inferior of sequences of unsigned measurable
functions is measurable.

Solution. We will first show that the supremum / infimum of a sequence of functions is Lebesgue measurable.
Fix some sequence of functions (f,), and let f = sup f,, and g = inf f,,. We will use the definitions (iii) and
(v) for this. Namely we write that for any A € [0, o0]:

{zeR| fx) <A} = [(({z e RY| fulx) <A}
neN
{z e R g(z) > A} = [ {z € R | fulz) = A}
neN
These holds since by definition of supremum f(z) < X if and only if A is an upper bound of f,(z), that is
fn(x) < X for every n € N. Similarly by definition of infimum g(z) > X if and only if A is a lower bound of
fn(x), that is f, () > A for all n € N. Great! Then since each f, is measurable we have written the above
sets as countable intersections of measurable sets, and so these are measurable as well. Thus by definitions
(iii) and (v) we have that f and g are measurable.
Now note that we have the following definitions of limit superior and limit inferior from 295/296:
limsup f, = inf sup f,
N n>N
liminf f, = st;fp nlIZIfN fn

Now notice that sup,,>y fn ad inf,,>n f, are infimums and supremums of the sequence fn, fn+1,..., and
we know that these must be measurable by the previous work we’ve done. But then lim sup f,, is an infimum
of measurable functions and lim inf f,, is a supremum of measurable functions, and so again by previous work

o

these are measurable, and so we are done. 4

Problem I-3
Show that an unsigned function that is equal almost everywhere to an unsigned measurable function,
is itself measurable.

Solution. Let f, g be usigned functions that agree almost everywhere, and let g be measurable. In particular,
suppose that A is the set on which f and g agree, so that m(A°) = 0.
We invoke definition (ii), and consider that since f and g agree on A:
{x eRY | g(x) >N} = {z € R | g(x) > A} N A) U ({z € R | g(x) > A} N A°)
={zeR?| f(z) > A\}NnA)U{z e R | g(z) > A} N A°)
Now the left hand part of this union is measurable since f is measurable and A is the complement of a
measurable set. Likewise we know by monotonicity that:

m*({x € R? | g(z) > \} N A°) <m(A°) =0

And so since any outer measure zero set is Lebesgue measurable we know that this is measurable as well.

Since both parts of our union is measurable, {z € R? | g(x) > A} is Lebesgue measurable, and so g is a
o

measurable function. Awesome! v
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Problem I-4
Show that if a sequence f,, of unsigned measurable functions converges pointwise almost everywhere
to an unsigned limit f, then f is also measurable.

Solution. This is not too hard. Note that since a limit supremum always exists we can take g = limsup f,,
and by Question 2 this will be a measurable function. Now note that g and f agree on the set A where f,
converges to f, since when a limit exists it is equal to a limit supremum. Great! Then since A¢ has measure
zero by the setup, we know that f and g agree almost everywhere, and so by Question 3 we know that f .I.S

measurable. Awesome! v
Problem I-5

If f:R? — [0,00) is measurable and ¢ : [0,00) — [0, 00) is continuous, show that ¢ o f : R — [0, oc)
is measurable

Solution. We use definition (vii), and this makes this very easy. Fix some open set U of [0,00). Then
by definition of continuous we know ¢~1(U) is open, and so by definition (vii) we know f~1(¢~1(U)) is
measurable. But this is great, because this is exactly (¢ o f)~1(U) by set theory / 295. And therefore, by

definition (vii) we know ¢ o f is a measurable function. v

Problem I-6
If f,g:RY— [0,00] are measurable, show that f + g and fg are measurable too.

Solution. This is fairly simple. By definition (i), fix some sequences f; < fo <--- and 0< g; < gy <--- of
unsigned simple functions (f,), (¢») which are all bounded with finite measure support such that f = sup,, fn
and g = sup,, gn. Then by 295/296 work with supremums since these are unsigned we know that:

f+g=sup fr +sup g, = sup(fn, + gn)
n n n
fg =sup fr - sup gn = sup(fngn)
n n n

It now suffices to show that f,, + g, and f,g, are also going to be measurable functions by Question 2. In
particular, we will show that these are unsigned simple functions

TODO v
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Handout 5
Unsigned Lebesgue Integrals

After defining the notion of measurability, both for unsigned func-
tions taking values in [0, co] and complex-valued functions taking values
in C, we are now ready to start defining the Lebesgue integral of such
functions. As usual, we start with unsigned functions.

Definition 0.1 (Lower unsigned Lebesgue integral). Let f : R? —
[0, 00] be an unsigned function (not necessarily measurable). We define
the lower unsigned Lebesgue integral fRd f(x)dz to be the quantity

f(z)dx : sup Simp/ g(x)dx
JRE Rd

0<g<f:g simple

where g ranges over all unsigned simple functions g : R? — [0, oc] that
are pointwise bounded by f. One can also define the upper Lebesque
integral as

f(x)dz:  inf Simp/ h(x)dz,
Rd R4

f<h;h simple
but we will use this integral very rarely.
In what follows, we establish some properties of the lower and upper

integrals. Let f, g : R? — [0, 0] be unsigned functions (not necessarily
measurable)

Q1) If f is simple, then [, f(z)dr = Ef(x)dx = Simp [ f(x)dz.
Q2) If f < g pointwise almost everywhere, then we have that [, f(x)dz <
[pag(x)dz and [, f(z)dz < [L.g(z)da.

Q3) If c € [0,00), then [picf(x)dx = cfpaf(z)dz.



Q4) If f,g agree almost everywhere, then [y.f(z)dr = [p.g(x)dr and
Ef(x)dx = Eg(x)dx.

Q5) (Superadditivity of lower integral) [p.f(2)+g(z)dx > [puf(x)dz+
@g(az)dm. o o

Q6) (Subadditivity of upper integral) Ef(m) + g(z)dx < Ef(x)da: +
Eg(a;)dx.

Q7) For any measurable set E, one has [p.f(2)de = [puf(2)1p(z)dz +
Ef(a:)lEc(x)dx. o o

Q8) (Horizontal Truncation) As n — oo, [p,min(f(x),n)dz converges
to [gaf(2)dz.

Q9) (Vertical Truncation) As n — 00, [naf(x)1<,dx converges to
JR |7|<
fRdf(:U)dx. Hint: Recall that one has that for any measurable set

E, m(ENB(0,n)) = m(FE) as n — oo.

Q10) If f + g is a simple function that is bounded with finite mea-
sure support (i.e. it is absolutely integrable), then we have that

Simp [ f(2) + g(z)dz = @f(x)dx + Eg(x)dx.

Definition 0.2. If f : R? — [0, 0] is measurable, we define the un-
signed Lebesgue integral fRd f(x)dz to equal the lower unsigned in-

tegral [p.f(x)dz. For unmeasurable functions, we leave the integral
undefined.

Q11) Let f be an unsigned measurable function that is bounded, and
vanishing outside a set of finite measure. Then, the lower and up-
per integrals agree. Hint: Start by showing that a unsigned mea-
surable function is bounded if and only if it is the uniform limit of
bounded simple functions.
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1.6. IBL Week 6

Problem I-7
For any measurable set F, one has [I, flx)dz = [I/ f@)lg(x)de + ]F/ f(@)1ge(z) de

Solution. We get that [p,f(z)dz > [p.f(x)1p(x)dz + [zof(2)1pe(x)dz directly from Problem 5 by the
fact that f = flg + flge. o o

For the other direction, we can use by the fact that this lower integral is a least upper bound of some set,
so we can show that the right hand side is an upper bound for that same set. To do this, fix ¢ < f to be
simple, and then glg < flg and glge < flge and glg, glge are both simple. Of course g = glg + glg-,
and so by linearity of the simple integral

Simp/ g(x)da = Simp/ g(x)1g(z)dx + Simp/
R R

Rd

g(x)1ge(z)dz < /

f@)p(e)de+ | f(@)lpe(a) do
Rd JRrd.

f@)de < [ fap@det [ f@e @) ds
R4 R4 R4

7 Y
Great!!! v
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Handout 5
Unsigned Lebesgue Integrals

After defining the notion of measurability, both for unsigned func-
tions taking values in [0, co] and complex-valued functions taking values
in C, we are now ready to start defining the Lebesgue integral of such
functions. As usual, we start with unsigned functions.

Definition 0.1 (Lower unsigned Lebesgue integral). Let f : R? —
[0, 00] be an unsigned function (not necessarily measurable). We define
the lower unsigned Lebesgue integral fRd f(x)dz to be the quantity

f(z)dx : sup Simp/ g(x)dx
JRE Rd

0<g<f:g simple

where g ranges over all unsigned simple functions g : R? — [0, oc] that
are pointwise bounded by f. One can also define the upper Lebesque
integral as

f(x)dz:  inf Simp/ h(x)dz,
Rd R4

f<h;h simple
but we will use this integral very rarely.
Last time, we established some properties of the lower and upper

integrals. Let f,g: R? — [0, 00| be unsigned functions (not necessarily
measurable)

(i) If f is simple, then @f(x)d:v = Ef(x)dx = Simp [ f(x)dz.
(ii) If f < g pointwise almost everywhere, then we have that [p.f(z)dz <
[pag(x)dz and [, f(z)dz < [L.g(z)da.

(iii) If ¢ € [0, 00), then [pocf(z)dz = ¢ [puf (2)dz.



(iv) If f,g agree almost everywhere, then [p.f(z)dr = [p.g(x)dr and
Ef(x)dx = Eg(x)dx.

(v) (Superadditivity of lower integral) [p.f(z)+g(z)dz > [p.f(x)dz+
Jpag(@)da. - o

(vi) (Subadditivity of upper integral) Ef(sc) + g(z)dx < Ef(x)da: +
Eg(w)dx.

(vii) For any measurable set E, one has [,.f(z)dz = [p.f(2)1g(x)dz +
Jpaf (@)1 () da. o o

(viii) (Horizontal Truncation) As n — 0o, [p,min(f(x),n)dz converges

to Jgaf(z)dz.

(ix) (Vertical Truncation) As n — 00, [paf(2)1jy<ndx converges to
@ f(z)dx.

(x) If f+ g is a simple function that is bounded with finite mea-
sure support (i.e. it is absolutely integrable), then we have that

Simp [p. f(x) + g(z)dr = @f(x)daz + Eg(az)dx.

Definition 0.2. If f : R? — [0, 0] is measurable, we define the un-
signed Lebesgue integral f]Rd f(x)dz to equal the lower unsigned in-

tegral [p.f(x)dz. For unmeasurable functions, we leave the integral
undefined.

Q1) Show that an unsigned measurable function is bounded if and only
if it is the uniform limit of bounded simple functions.

Q2) Let f be an unsigned measurable function that is bounded, and
vanishing outside a set of finite measure. Then, the lower and
upper integrals agree.

Q3) (Finite Additivity of the Lebesgue Integral) Let f,g : R? — [0, oc]
be measurable. Then [p, f(z)+ g(z)de = [, f(x)dz+ [z g(x)dz.

2



Hint: Use Q2) Remark. One of the major theorems on Lebesgue
integrals is that this finite additivity can be improved to countable
additivity. This is known as the monotone convergence theorem,
which we will prove later.

Q4) (Translation Invariance) Let f : R? — [0, oo] be measurable. Show
that fRd x4 v)dr = fRd x)dz for any v € R<,

Q5) (Linear change of variables) Let f : R? — [0, 00] be measurable,
and let T : R? — R be an invertible linear transformation. Show
that [p, f(T 7 z)de = |det T| [pa f(x)dz.

Hint: You will need to show that m(T(E)) = |det T|m(E) for any
measurable function. Start with the case when detT' = 0, and then
deal with the tnvertible case.

Q6) (Compatibility with the Riemann Integral) Let f : [a,b] — [0, 00)
be Riemann integrable. If we extend f to R by declarmg f to
equation 0 outside of [a, b], show that [, f(z)dr = f f(z
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1.7. IBL Week 7

Problem I-1
Show that an unsigned measurable function is bounded if and only if it is the uniform limit of bounded
simple functions.

Solution. First we show the converse, since this is simpler, in fact the uniform limit of bounded functions is
always bounded. Let fi, fo,...: RY — [0,00] be a sequence of bounded functions converging uniformly to a
function f : R? — [0, 00]. By uniform convergence, we may take some large enough n € N so that for every
x € R? we have:

|f(x) = fal2) <1
Then since f, is bounded, we may let M € R be its bound. Then:

F@)] S @) = ful@)] + fule) < M +1

Great! This means that M + 1 is an upper bound for f, so f is bounded.
Awesome. Now we must prove the converse. Let f : RY — [0, 00] be some bounded measurable function,
and say it is bounded by M € N. First consider a set D,,(z) for any z € R and n € N:

Do(z) ={k-27" | k € No, k- 27" < f(z)}

Then D, (x) is a finite set, since we know that &k - 27" goes to infinity as k — oo, and so for some K € N we
have K - 27" > M > f(z), and for any k > K we know k-27" > K - 27" > f(z), so that k2~" & D, (x).
Great! We also know that D,,(z) is nonempty since 0-2~" = 0 < f(z). Therefore, 0 € D, (z). With this in
mind we may make the following definition:

fn(x) = max D, (x)

First note that f,(x) is bounded above by f(z), which is bounded by M, namely because f,(x) € Dy ()
and for any y € D, (z) we have y < f(x) < M by definition. Thus f, < f < M. Also f,(z) > 0 because
fn(x) =max D,(x) = k-27" > 0 for some k € Ny. This means that the f,, are unsigned.

Furthermore, the sequence fi, fa, ... increases (this isn’t relevant for this problem, but will be in Problem
2). Fix some n € N. Then we claim first that D,,(x) C Dy41(z). Why? Well fix some a = k- 27" € D,(x).
Then we have that a = 2k - 2=("+1) and 2k is integer, furthermore a < f(x). Therefore a € D, 11 (x). With
this in mind we know that max D, (z) < max Dy, 41(z). Great! Thus f,(z) < frny1(x).

Now we verify that the sequence f1, fo,... converges uniformly to f. To do this, fix some € > 0. Since
5= — 0 as n — oo, there is some N € N so that if n > N then 0 < 55 < e. We claim that | f(z) — fu(z)| <&
forallz € RY. Why? Well let f,,(z) = k-2~" = max D,,(z) for some k € Ny and suppose that |f(z) — f.(x)| >
£ > 5. Then since f(z) > f,(x) this gives that f(z) — fu(2) > 5, and so f(z) > f,(z) + 5. This is bad!
With this we see that f,,(z) < fn(z) + 5= < f(z), and because f,(z) + 5% = (k+1) - 27" this means that
max D, (x) is strictly less than some member of D,,(z). This is nonsense, and thus |f(z) — f,(x)| < ¢ for all
r € RL

We now finally just need to verify that each f;, is a simple function. Define the sets £} for £ € Ny by the
following:

Ef={zeR|k-27" < f(z) < (k+1)27"}
This set is exactly f~!([k-27™, (k+1)27")) and so it is measurable since f is measurable. Therefore E} is
measurable for all such k. Awesome! Now let K be the largest integer so that K - 27" < M, this must exist
since the sequence k — k- 27" is monotonically increasing to oo, and 0-27" < M.
To show f, is simple we now claim that:
K

fo=> (k-27") - 1gp

k=0
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Fix z € R%. We need to show that:

K

max D, (z) = Z(k 27")  1py

k=0
First note that each E} is disjoint, and that they cover R?. Why? Well first to show they’re disjoint note
that if z € £} and x € E}, then k-27" < f(z) and f(x) < (j +1)-27". Thus k <2"f(z) < j +1, and so
k+1<j+1,s0k <j. We can carry out this argument in reverse as well, since k and j were arbitrary, and
so we get k > 7, so that k = j. Great! Now these cover R? because for such x we know that f(z) < M and
S0:

[0, 00] = D k27", (k+1)27")
k=0
RY = ([0, 00]) = f7! <U [k-27", (k+ 1)2‘”)>
k=0

RY = [j k27 (k+1)27™)
k=0

But for k > K we know that f~1([k-27", (k+1)27") is empty, because f(z) < M < (K +1)-27" < k-27".
Thus:
K

K
RO= k-2 ks 2 = | B
k=0 k=0

Great! Therefore we know that for any 2 € R there is a unique 0 < j < K so that x € E?. With this in
mind we then have that:

K
(k27 Lpp=j-27"
k=

[}

It now suffices to show that max D, (z) = j - 27™. Note first that j-27" € D, (z). Why? Well consider that
that j- 27" < f(x) because z € Ef = f~1([j-27",(j + 1) -27™)). With this j - 27" € D,(z). Now fix k > j.
Then k> j+1landsok-27">(5+1)-27" > f(z). Therefore k- 27" & D,,(x). With this established, we
know that:
K
fu(z) =maxDy(z) =j-27" = (k-27") lgp
k=0
This shows that f,, is a simple function! Awesome! This verifies that a bounded unsigned measurable function
is a uniform limit of bounded simple functions. Combined with the previous proof of the other direction, we

have the desired statement of the problem ©. v

Problem I-2
Let f be an unsigned measurable function that is bounded, and vanishing outside a set of finite
measure. Then, the lower and upper integrals agree.

Solution. Let f be such a unsigned measurable function which is bounded and vanishing outside a set of finite
measure. Let A be set so that f vanishes on A° and m(A) < co. In the previous problem, we constructed a
sequence of unsigned bounded simple functions f; < fo < f3,... which converged to f uniformly. Furthermore,
we had that each f,, < f. We claim the following equalities, which provide the result:

f(z)dx = sup Simp/ fulx)de = 7f(a:) dz
JRa n R4 Rd
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First note that we get both of the following by monotonicity of our integrals (noting that f,, < f) and how
supremums work from 295 (letting n € N be arbitrary):

Sim n(x)de = n(x)de < x) dx
v [ h@de= [ p@ies [ f@
Rd Rd Rd

sup Simp/ fo(@)de < [ f(z)dx
n Rd Rd

sup Simp/ fo(z)de < /f(x) dz
n Rd R

Therefore we just need to show the nontrivial sides of these inequalities, the > side. To show these, we show
that for all € > 0 we have:

sup Simp [ fu(x)dz+e> [ f(z)dz
n R? Jre

sup Simp/ fa(x)dz +e > / f(z)dx
n Rd R4
By uniform convergence in the previous problem, there is some N € N so that for n > N we have that for all
r €RY f(x) — fu(z) = |f(2) — fulz)| < AT Doting that m(A)+1>1>0. Now we see that 14(z) >0
for all x € R, and also for z € A and y € A° we have:
f(@) - Ta(z) = f(z) fu(x) - La(z) = fu(z)
fly) - Laly) =0 faly) - Laly) =0

And for such y we know 0 = f,(y) < f(y) = 0 so f,(y) = 0 as well. With this in mind. We now get
inequalities as follows, using linearity of the simple integral and the fact that f,14 + m]l A is simple

(being a product / sum of simple functions):

fla < fala+ ﬁ 1,
S S @@ dr < | in@1a@)+ 1 @
= Simp | fu(@lale) + g - Tala)da
= Simp | fv(e)La(e) de + Simp /R ﬁ Lu(z)dz
- Simp/Rd Fn(@)da + ;m

< sup Simp/ falz)dz +¢
n Rd

/ f(z)dx < sup Simp/ fo(x)de + ¢
JRE n Rd
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And likewise:

€
14 < 1 — 1
fla< fn A+m(A)+1 A

€

/Rdf(a:)]lA(ac) dz < /Rdi(x)]lA(ﬂc) + A1 1a(z)dx

= Simp/Rd In(@)La(z) + ﬁ 1a(z)dx

— Simp / fn(@)La(z) d + Simp /Rd m(A;H1
m(A)

(A) +1
< sup Simp/ fo(x)dz +¢
n Rd

“1a(z)dx

—Slmp/ In(z da:-|—

f(z)dx < sup Simp/ fo(z)dz +€
Rd n Rd
This is exactly what we wanted to show. With this by taking ¢ — 0 we get that:
f(z)dz < sup Simp/ fn(z) da
n R4

Rd

f(z)dx < sup Simp/ fn(z)dx
Rd n Rd
And thus with the other inequalities:
f(z)dx = sup Simp/ fn(z)dz
Rd n Rd

f(z)dx = SITJLp Simp /]Rd fn(x)dx

Rd

]

This finishes the problem!

Problem I-3 (Finite Additivity of the Lebesgue Integral)
Let f,g: R? — [0, 0] be measurable. Then:

./rj/f( r) + g(x)dx —/ f(a (th/I/'/('r)(LF

Hint: Use Problem 2. Remark: One of the 111(1|01 theorems on Lebesgue integrals is that this finite
additivity can be improved to countable additivity. This is known as the monotone convergence theorem,
which we will prove later

Solution. First we note that the result holds for measurable functions f, g : R? — [0, oo] which are bounded
and have finite measure support. Why? Well we know that for such functions by Problem 2 that their upper
and lower integrals agree. Then by superadditivity/sub-additivity of the lower/upper integrals respectively
we know that:

f@) +g@)de > [ fa)de+ / o(c) dz
JRE JRE JRE

[s@+owars [ s [ g
R4 R4 R4

This gives the desired result in this case.

We now extend our result to bounded functions. Let f, g : R? — [0, 00] be bounded measurable functions.
Now note that for any n € N we have that flg5~ (0 ) and glgo=y Blon)) ae unsigned bounded measurable functions
with finite measure support. Why? Well flz5—~ < [ since 0 < 155+ EIGED) <1, and f is bounded. Furthermore
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Ilm is a simple function, so it is measurable, and the product of measurable functions is measurable.

Finally it has finite measure support because it is supported on at most B(0,n) and B(0,n) has finite measure.
Great! Then we apply vertical truncation along with the previous case to see that:

Rdf(x)+g(x)dx: lim [ (f(2) + 9(2))Ljzj<n dz

n—oo Rd

= lim [ f(2)lj<p +9(2) 1)<, da

n—oo R4

= lim f(@)1)z<pdo + lim 9(2)1))<p do

n—oo R4 n— oo R

:/Rdf(x)der/Rdg(x)dx

Finally we extend the result to general unsigned measurable functions. Let f,g : R? — [0, 00] be such
unsigned measurable functions. Note that for any a € [0, 00) that min(f, a) and min(g,a) are also unsigned
measurable functions by previous worksheets, and that they are bounded because min(f(z),a), min(g(z),a) <
a. Great! Now we note that for n € N and = € R%:

min(f () + g(z),n) < f(z) + g(x)
min(f(z) + g(z),n) <n < f(2) +n,n+g(z),2n
min(f(z) + g(x),n) < min(f(z),n) + min(g(z), n)

Therefore we have by monotonicity, horizontal truncation, as well as the case for bounded functions that:

» f(z) + g(z)dz = lim min(f(z) + g(x),n) dx

n—oo Rd

< lim min(f(z),n) + min(g(z),n) dz

n— oo Rd

lim min(f(z),n)dz + lim min(g(z),n)dz

n—roo Rd n—roo Rd

:/Rdf(x)dx—&-/kdg(x)dx

The other inequality follows directly from superadditivity of the lower integral and the fact that these are
defined as lower integrals, so we have both of the inequalities:

f@)+g(e)de < [ fla)de + / o) da
Rd Rd Rd

| i@ +o@is= [ f@yars [ g da

¢

Perfect! This means that the two quantities are equal, and so we’ve finished the problem ©.

Problem I-4 (Translation Invariance)

Let f: R? — [0, c0] be measurable. Show that Jpa flx+v)de = [, f(x)dz for any v € R?

Solution. First we show the statement for simple functions. This is fairly simple. Fix a simple function
g:R% — [0,00] and v € RZ. Now write g as below for coefficients cy, ..., ¢, € [0,00] and measurable sets
Ei,...,E, CR%:

k
g=> cilg,
=1
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We claim that  — g(z + v) is a simple function. Why? Well consider that:

k k
gz +v) = Zci g, (z+v) = Zci g, —y(x)
i=1 i=1

Why? Well if z + v € E;, then clearly € E; — v since x = (z +v) —v. Thenifx € E; —v thenz =y —v
for some y € E;, s0y =x+v € E;j Thus 1g,(x +v) = 1g,_,(x). Great! But then by translation invariance
of the Lebesgue measure from previous worksheets:

k k
Simp/ g(x)dz = Z ci-m(E;) = Zci -m(F; —v) = Simp/ glx +v)dx
R? i=1 i=1 Re

Great! Since the simple integral agrees with the Lebesgue integral for simple functions this gives the result
in this case.

Now we prove the desired result. Let v € R% and f : R? — [0, 0o] be any function. Now fix some simple
function g so that 0 < g < f. Then of course for all z € R% we have 0 < g(z +v) < f(z + v). Therefore by
the above case and definitions:

Simp/ g(z)dx = Simp/ glx+v)dz < | flz+v)dz
Re R? JRL
By the definition of supremum, we then have that:

flz)dz < flz+v)dz
JRE JRE

Perfect! This actually will give the result for all functions. Why? Well replace f with z — f(z + v), and
then replace v with —v. This gives that:
flz+v)de < [ f((z+v)—v)de= [ f(z)dx
JRE JRE R
And therefore combining the two inequalities we have that:

fl@)de= | f(r+v)dz
Jre R

Since the Lebesgue integral is defined to be the lower integral for measurable functions, this means that
we now just need to verify that if f : R? — [0,00] is measurable then z ~— f(z + v) (which we'll call
fo : RY — [0, 00]) is measurable.

Why does this hold? Well fix any A € [0, 00]. We then consider that:

{eeR!| fule) 2N} ={z €R| flz +v) 2 A} = {y € R | f(y) 2 A} —v

The last equality is the only one that is nontrivial. It holds since if z € R? such that f(x + v) > A then
r+ve{yeRY| f(y) > A}, and so x = (v +v) —v € {y € R?| f(y) > A} — v. For the other direction if we
have y € R? with f(y) > X then = y — v € R? has the property that f(z +v) = f(y) > A. Great! Well
the right hand side is a translate of a measurable set since f is measurable, and so z — f,(z) = f(x 4+ v) is
measurable as well. With this in mind, we may use the above equality and definitions to write the result:

flz)da = fle+v)de

VY
Perfect! v
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Handout 6/7
Unsigned Lebesgue Integrals

After defining the notion of measurability, both for unsigned func-
tions taking values in [0, co] and complex-valued functions taking values
in C, we are now ready to start defining the Lebesgue integral of such
functions. As usual, we start with unsigned functions.

Definition 0.1 (Lower unsigned Lebesgue integral). Let f : R? —
[0, 00] be an unsigned function (not necessarily measurable). We define
the lower unsigned Lebesgue integral fRd f(x)dz to be the quantity

f(z)dx : sup Simp/ g(x)dx
JRE Rd

0<g<f:g simple

where g ranges over all unsigned simple functions g : R? — [0, oc] that
are pointwise bounded by f. One can also define the upper Lebesque
integral as

f(x)dz:  inf Simp/ h(x)dz,
Rd R4

f<h;h simple
but we will use this integral very rarely.
Last time, we established some properties of the lower and upper

integrals. Let f,g: R? — [0, 00| be unsigned functions (not necessarily
measurable)

(i) If f is simple, then @f(x)d:v = Ef(x)dx = Simp [ f(x)dz.
(ii) If f < g pointwise almost everywhere, then we have that [p.f(z)dz <
[pag(x)dz and [, f(z)dz < [L.g(z)da.

(iii) If ¢ € [0, 00), then [pocf(z)dz = ¢ [puf (2)dz.



(iv) If f,g agree almost everywhere, then [p.f(z)dr = [p.g(x)dr and
Ef(x)dx = Eg(x)dx.

(v) (Superadditivity of lower integral) [p.f(z)+g(z)dz > [p.f(x)dz+
Jpag(@)da. - o

(vi) (Subadditivity of upper integral) Ef(sc) + g(z)dx < Ef(x)da: +
Eg(w)dx.

(vii) For any measurable set E, one has [,.f(z)dz = [p.f(2)1g(x)dz +
Jpaf (@)1 () da. o o

(viii) (Horizontal Truncation) As n — 0o, [p,min(f(x),n)dz converges

to Jgaf(z)dz.

(ix) (Vertical Truncation) As n — 00, [paf(2)1jy<ndx converges to
@ f(z)dx.

(x) If f+ g is a simple function that is bounded with finite mea-
sure support (i.e. it is absolutely integrable), then we have that

Simp [p. f(x) + g(z)dr = @f(x)daz + Eg(az)dx.

Definition 0.2. If f : R? — [0, 0] is measurable, we define the un-
signed Lebesgue integral f]Rd f(x)dz to equal the lower unsigned in-

tegral [p.f(x)dz. For unmeasurable functions, we leave the integral
undefined.

Q1) Show that an unsigned measurable function is bounded if and only
if it is the uniform limit of bounded simple functions.

Q2) Let f be an unsigned measurable function that is bounded, and
vanishing outside a set of finite measure. Then, the lower and
upper integrals agree.

Q3) (Finite Additivity of the Lebesgue Integral) Let f,g : R? — [0, oc]
be measurable. Then [p, f(z)+ g(z)de = [, f(x)dz+ [z g(x)dz.
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Hint: Use Q2) Remark. One of the major theorems on Lebesgue
integrals is that this finite additivity can be improved to countable
additivity. This is known as the monotone convergence theorem,
which we will prove later.

Q4) (Translation Invariance) Let f : R? — [0, oo] be measurable. Show
that fRd x4 v)dr = fRd x)dz for any v € R<,

Q5) (Linear change of variables) Let f : R? — [0, 00] be measurable,
and let T : R? — R be an invertible linear transformation. Show
that [p, f(T 7 z)de = |det T| [pa f(x)dz.

Hint: You will need to show that m(T(E)) = |det T|m(E) for any
measurable set. It muight be helpful to recall that every invertible
linear transformation is the composite of elementary transforma-
tions. You can also use previous results we proved similar to this
for Jordan measure in 395.

Q6) (Compatibility with the Riemann Integral) Let f : [a,b] — [0, c0)
be Riemann integrable. If we extend f to R by declarlng f to
equation 0 outside of [a,b], show that [, f(z)dz = f f(z

Q7) (Markov property) Let f : R? — [0, +00] be measurable. Then for
any 0 < A < oo, we have

m({z € RT: f(z) > A}) < f()

Hint: Look at the indicator function of the {x € R?: f(z) > \}.

Q8) Let f : R? — [0, +00] be measurable. Show that if [, f(z)dz <
oo, then f is finite almost everywhere. Give a counterexample to
show that the opposite is not true.

Q9) Show that if fRd x)dx = 0 if and only if f is zero almost every-
where.




Definition 0.3 (Absolute integrability). An almost everywhere defined
measurable function f : RY — C is said to be absolutely integrable if
the unsigned integral

[fll 1 (ray == /Rd |f(x)|dx

is finite. We refer to this quantity as the L'(RY) norm of f, and use
LY(RY) to denote the space of absolutely integrable functions. If f
is real-valued and absolutely integrable, we define [, f(x)dz by the
formula

f)de = | fi(z)de— [ f(z)dz,

where f, = max(f,0), f- = max(—f,0) are the magnitudes of the posi-
tive and negative components of f (note that the two unsigned integrals
on the right-hand side are finite, as f,, f_ are pointwise dominated by
|f|. If f is complex-valued and absolutely integrable, we define the
Lebesgue integral fRd by the formula

f(x)dx ::/ Ref(x)da:—i—/ Im f(z)dx.
R Rd Rd
Q10) Show that this integral is a linear operation, i.e. it satisfies that if
f,g € L*(RY), then

» f(x)+g(z)dr = (z)dz+ /R d g(r)dz, /R c f(x)dz = ¢ 5 Flx)da.

Rd
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Problem I-1 (Markov property)
Let f:R? — [0, 00] be measurable. Then for any 0 < A < oo we have:

m({z € R | f(z) > \}) < % ‘ f(z)dx
JR4

Hint: Look at the indicator function of {x € R?| f(z) > A}.

Solution. Take any measurable function f : R? — [0, 00] and any A with 0 < A < co. We will prove a slightly
stronger result, namely that:

e R @) 2\ < 5 [ fa)ds

This is stronger because for any = € R? if f(x) > A then f(z) > A, and so applying monotonicity along with
the fact that both of these are measurable sets by measurability of f, we know that:

m({z € RY| f(z) > \ym({z € RY | f(z) > A}) < / f(z)da

Great!
Now call A = {z € R| f(z) > A}. Since 0 < A < 0o we know 0 < § < co. By the unsigned linearity of
the lower integral combined with definitions, we wish to show that:

m(d) = mi{r R f@0) 2 M) < 5 [ fa dm—/RJ f(@) do

But this follows by definition of the lower integral. Why? Well we know that if x € A and y ¢ A that:

IlA(y):()S@

Great! Since A is measurable by measurability of f, this is a simple function. Thus we write by definition of
the lower integral:

m(A) = Simp/ 14

R4

(z)dz < /]Rd§~f(x)dx

" Y
Great! This proves the desired result by tracing back through the above equalities ©. v

Problem I-2
Let f:R? — [0, 00] be measurable. Show that if Ja f(z)dz < oo then f is finite almost everywhere.
Give a counterexample to show that the opposite is not true.

Solution. We prove the contrapositive. Fix a measurable function f : R? — [0,00] and let A be the set
{x € R?| f(z) > 00} = {z € R? | f(x) = oo}. Now suppose that m*(A) # 0, that is f is not finite almost
everywhere. Since f is measurable, we know that A is measurable, and so we have m(A4) > 0 and m(A) # 0.
Therefore m(A) > 0. Consider now the unsigned simple function oo - 1 4. We show that co- 14 < f.

Fix some = € A and some y ¢ A. Then we compute that:

00 La(x) =00 = f(x)
0o-1a(y) =0< f(y)

Awesome! With this in mind we see by the definition of the unsigned lebesgue integral as the lower unsigned
integral that:

oo:oo-m(A):Simp/RdooJlA(x)de Rdf(x)da:

Where the first equality follows from the fact that m(A) > 0. This proves the desired result! Perfect!
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Now we give the desired counterexample. Consider the indicator function 1ge. Then we know that 1ga is
finite everywhere because it only takes on the values 0 and 1. However:

/ Iga(z)dz = m(RY) = oo
Rd

o
And therefore it is not true that if the function is finite almost everywhere that its integral is finite. A 4

Problem I-3
Show that [‘ o f(x)dz = 0 if and only if f is zero almost everywhere for a measurable function
f:RE =0, 0.

Solution. Let’s go! We show both directions:

(=) For this we’ll do the contrpositive. Let f be a measurable function which is not zero almost everywhere.
That is, let A = {z € RY| f(z) # 0} = {x € R¢ | f(z) > 0}. Then suppose that m*(A4) # 0. In this
case, since f is measurable we know that A is measurable, and so m(A4) > 0, and m(A) > 0. Great!

Now let A, = {z € R? | f(x) > 1/n}. Each of these are measurable since f is a measurable
function. Then we claim the following set equality, which gives the below equalities by the properties
of the Lebesgue measure:

0 < m(A) < i m(Ay)

The set equality holds since if # € R? and there is an n € N so that x € A,,, aka f(x) > 1/n, then
since 1/n > 0 we know f(z) > 0 and « € A. For the other direction if z € A then f(z) > 0, then by
the Archimedean principle there is an n € N so that f(x) > 1/n, so f(x) € A,,.

Now by the above sum, since each m(A,) > 0 this implies that there is some n € N so that
m(A,) > 0, because otherwise each would be equal to 0 and so m(A) would be zero. Great! By the
Markov Property in Problem 7 we then have that:

m(A,) < % flz)dx

7 JRa
1
0<—-m(4,) < f(z)dzx
n R4

Therefore fRd f(z) # 0, proving the contrapositive just as desired! Woot!

(<) Now suppose that f(x) = 0 almost everywhere and f : R* — [0,00] is any function. We actually
don’t need the measurability hypothesis for this direction, only for the fact that the integral is defined,
which it is as the lower unsigned integral. In this case, we know that [y, f(z)dz = sup F where F is
defined as the set below: o

F = {Simp/ g(x)dz |0<g< f,g simple}
Rd

We show that F' = {0}, and so sup F' = 0. This implies the result for measurable functions because
then:

fx)de= | f(x)dx=supF =0
Rd Jrd.

Great! To do this, let 0 < g < f where g is a simple function. Now we show that g is 0 almost
everywhere. Why? Well let A be the set on which f is not zero, and let B be the set on which g
is not zero. By definition of almost everywhere, m(A) = 0. Now suppose that = € B, g(z) > 0, so
f(x) > g(x) >0, 80 x € A. Therefore B C A, giving us that m*(B) < m(A) =0, and so m*(B) =0,
showing by previous work that m(B) = 0.
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Therefore g is zero almost everywhere. By work with the simple integral, we showed that changing
a simple function on a set of measure zero does not change its simple integral. Therefore:

Simp/ g(z)dz = Simp/ 0dx=0
R? R4
Great! This shows that F' = {0} as desired, and so tracing back we have the result via the equalities:
fle)dz = | f(z)de=supF =0
R? IR

Now let’s tie the bow on this problem.

With this we’re done! Perfect ®©.

¢

Problem I-4
Show that this integral is a linear operation, i.e. it satisfies that if f,g € L'(R%) and ¢ € C then:

/Lw f@)+g(x)de = /I o) du + .Ad (&) da
' /} , cf(z)dzx = ¢ “ F(e) dz

Solution. Let f,g € L'(RY) and ¢ € C. First we claim that f + g € L'(R?) and c¢f € L'(R?), so this
is even well defined. This is clear since by the properties of the absolute value for any z € R¢ we have
|f(z) + g(@)| < |f(z)|+ |g(x)| and |cf(z)| = |¢||f(x)]. We now may write by monotonicity and the unsigned
lienearity of the unsigned integral that:

I+ gl = [ 10+ 9)@ldr= [ 17@)+a@)]dz

< [ @i+ la@lde = [ If@lde+ [ ooz
= Ifllor ey + gl L1 (ray < 00

leflosn = [ lef@lda = [ [el|f(@)]da
— el [ 1f@)lde = el [ Flsquy < o0
Rd

Great! Thus f + g,cf € L'(R?) as desired. We now tackle showing the linearity of this integral in pieces.

e TODO
e TODO
e TODO

Great! With these all put together we have the full result! .v.
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Absolute Integrability

Q1) (Markov property) Let f : R? — [0, +00] be measurable. Then for
any 0 < A\ < oo, we have

m({z €RY: f(z) > A}) < % [ s@ye

Hint: Look at the indicator function of the {x € R?: f(z) > \}.

Q2) Let f : R? — [0, +00] be measurable. Show that if [, f(z)dz <
0o, then f is finite almost everywhere. Give a counterexample to
show that the opposite is not true.

Q3) Show that if [, f(z)dz = 0 if and only if f is zero almost every-
where.

Definition 0.1 (Absolute integrability). An almost everywhere defined
measurable function f : R¢ — C is said to be absolutely integrable if
the unsigned integral

| fll 2 ey :== /Rd |f(x)|dx

is finite. We refer to this quantity as the L'(RY) norm of f, and use
LY(RY) to denote the space of absolutely integrable functions. If f
is real-valued and absolutely integrable, we define [, f(x)dz by the
formula

f@)de = | fo(r)de — [ f(x)d,
R? R4 Rd

where f, = max(f,0), f- = max(—f,0) are the magnitudes of the posi-
tive and negative components of f (note that the two unsigned integrals

1



on the right-hand side are finite, as f,, f_ are pointwise dominated by
|f|. If f is complex-valued and absolutely integrable, we define the
Lebesgue integral fRd by the formula

Rdf(x)dx = /RdRef(x)da:Jrz'/ Im f(z)dzx.

Rd

Q4) Show that this integral is a linear operation, i.e. it satisfies that if
f,g € LY(R?), then

Rdf($)+9($)d$ = Rdf(:z:)daer/Rdg(x)dx, /Rd cf(x)dx = c Rdf(a:)da:.

Q5) Show that [[f + gller < [[fllr + llgllcr, and [lef[lr = |ell[f]o
(This makes L' a seminorm on the space of absolutely integrable
functions. It is not a norm because of the following (fixable) small
caveat.

Q6) Show that || f||;r = 0 if and only if f is zero almost everywhere.
Q7) (The triangle inequality) Let f € LY(R? — C). Show that

< [ lr@ldr

Hint: This 1s easy when f is real-valued, but one has to be a bit
more careful with the argument when f is complex-valued.

flz)dx
Rd
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Convergence Theorems-Part I

The main power of Lebesgue integration comes from the (much)
stronger convergence theorems that hold in its context. Let fi, fo,...:
R? — [0, 0o] be a sequence of measurable unsigned functions. Suppose
that as n — oo, f,(x) converges pointwise to a measurable limit f. A
basic question in analysis is to determine the conditions under which
the pointwise convergence implies the convergence of the integral,

R R

or in other words can one interchange the order of the limits
lim fo(x)de = / lim f,(z)dz?
n—oo Rd Rd n—o0

Q1) Let £ C R? be a measurable set of finite measure. Suppose that
fn: E — [0,00] is a sequence of unsigned measurable functions
that converge uniformly to f. Show that [ © fn(x) converges to

[ f(z)dz.

Remark. : This statement is actually true for absolutely integrable
functions as well. It even holds for Riemann integrals! The con-
dition of uniform convergence such an overkill; we shall see that
much less is needed for Lebesgue integrals.

Q2) Give an example of a sequence of functions f, that violates (k)

such that all f,, are bounded and are supported on a set of measure
<1

Q3) Give an example of a sequence of functions f,, that violates (xx)
such that all f,, are bounded and are supported on a set of measure
> n.



Q4) Give an example of a sequence of functions f,, that violates ()
such that all f,, are supported on a set of E,, such that m(E,) — 0.

Remark. : The example in Q2), Q3), Q4) correspond to the sequence
(fn) doing the following three things respectively: escaping to horizontal
infinity, escaping to width infinity, escaping to vertical infinity. A deep
principle of analysis (whose formulation is well-beyond the scope of
this course) states that these are the only three avenues for (**) to fail.
The monotone convergence theorem below is one manifestation of this
principle.

Theorem 0.1 (The Monotone Convergence Theorem). Let 0 < f; <
fa < ... be a monotone non-decreasing sequence of unsigned measur-
able function on R?. Then we have

lim fn(x)dx:/ lim f(x)dzx.
n—oo R4 Rdn—ﬂ)o

Q5) Show the theorem when f,, are indicator functions, i.e.: Let FEy C
E; C ... C R? be a countable nested sequence of measurable
sets. Show that m(U2, E,) = limy, oo m(E,). Hint: Use countable

additivity of Lebesque measure.

Q6) Show that lim,, fRd fo(z)de < fRd lim,, o f(z)dz.
As such, it remains to show that [p, f(z)dz < limy, o0 [ga fo(z)de,
where f:=1lim, . f.(x).

Q7) Why is it enough to show that

/ g(z)dr < lim fn(z)dx
Rd

n—o0 Rd

for any simple function ¢ that is bounded above by f and such
that g is finite everywhere.



Q8) Suppose that g is a function as above, and write g = Zle cily,,
where 0 < ¢; < 0o and A; are disjoint. Let 0 < € < 1 be arbitrary,
and let

Aip ={x €A fulz) > (1 —e)g}.

Show that lim, .cm(A4;,) = m(A4;).
Q9) Show that

k

lim fo(z)dx > (1 —¢) Zcim(Ai) =(1—¢) /Rdg(x)dx.

1=1

This concludes the proof by letting & — 0.
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Partition of Unity

Theorem 0.1. Let X be an arbitrary subset of R?. For each covering of
X by (relatively) open subsets {U,}, there exists a sequence of smooth?
functions #; on X, called a partition of unity subordinate to the open
cover {U,} with the following properties:

(i) 0 <6; <1forall z € X and all i.

(ii) Each z € X has a neighborhood on which all but finitely many
functions 6, are identically zero.

(iii) Each function 6; is identically zero except on some closed set con-
tained in one of a the U,.

(iv) For each x € X,
D bi(x) =1

(Note that according to (ii), this sum is always finite).

Below, we present the proof of this result through a series of ques-
tions.

Q1) Write each U, = X NW,, where W, is open in R?. Set W = U, W,,.
Show that there exists a nested sequence of compact sets K; such
that

Q2) For each z € K5, one can find a ball centered at z and whose
closure is contained in one of the W,. Cover Ky by r such balls
Bf), . .,Bﬁz) (why is this possible?). Find r smooth functions

'Recall that a function on X is smooth if it admits a smooth extension to an open subset containing X.



M, ...,n. such that n; is 1 on B,(f) and zero outside another ball

contained in one of the W,.

Hint: Given any two nested balls, the existence of a smooth n that
1s 1 on the smaller ball and zero outside the outer one was part of
our Midterm.

Q3) Repeat the above step with K replaced by K; \ Int K;_; and W
replaced by W \ Kj_s, to obtain for each j, a finite collection of
functions 7; (that we add to the previous collection at step 7);
each such function is to be equal 1 on a ball BZ.(j ) and zero outside
a closed ball contained in both W \ K;_5 and in one of the W,,.
The union of the BZ-(j) covers I; \ Int K;_;.

Q4) Show that »,; is finite in a neighborhood of every point of W,
and at least one term of the sum is nonzero at any point of W.

Q5) Find the function §; and finish the proof.

Back to Lebesgue theory and convergence theorems

Theorem 0.2 (The Monotone Convergence Theorem). Let 0 < f; <
fo < ... be a monotone non-decreasing sequence of unsigned measur-
able function on R?. Then we have

lim fn(x)dx:/ lim f(z)dz.
R

n—o0 R4 d N—00

Q7) Let fi, fo,...: R? — [0, 00] be a sequence of unsigned measurable
functions. Then one has

/]Rd an(a:)dx = Z 5 fo(z)d.



Q8) (Borel-Cantelli) Let Ey, Es, ... be a sequence of measurable sets
such that

Z m(B,,) < oo

n=1

Show that the set of points contained in infinitely many of the £,
has measure zero, in other words the measure of the set

1S zero.
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More convergence theorems

Theorem 0.1 (Fatou’s lemma). Let 0 < fi, fo,... be a sequence of
unsigned measurable function on R¢. Then we have

/ liminf f,(z)dz < liminf | f,(z)dz.
R4 n—oo n—o0 R4

Informally speaking, Fatou’s lemma tells us that when taking the
pointwise limit of unsigned functions f,, the mass [ « Jndx can be de-
stroyed in the limit (as was the case of the three avenues of escape to
oo we discussed in Worksheet 8) but it cannot be created in the limit.

Q1) Prove Fatou’s lemma. Recall first that liminf,,, a, = limy_ inf,>y a,.
Let Fy(z) = inf,>n fu(x). Show that Fy(x) is monotone, and ap-
ply the monotone convergence theorem to Fi(z).

The third major convergence theorem for Lebesgue integrals is the
domanated convergence theorem.

Theorem 0.2 (Dominated Convergence Theorem). Let fi, fo,... :
R? — C be a sequence of measurable functions that converge pointwise
almost everywhere to a measurable limit f : R — C. Suppose that
there is an unsigned absolutely integrable function G : R? — [0, +00]
such that |f,(z)] < G(z) for almost every z € R? and every n. Then

we have

lim fodr = fdx.

n—oo Rd Rd

Q3) Why can we reduce to the case when f, converges to f and f, < G
everywhere and not almost everywhere.

1



Q4) Reduce to the case when f, are real-valued. Hence —G(z) <
fn(x) < G(x) pointwise everywhere.

Q5) Apply Fatou’s lemma to the unsigned functions f,, + G to conclude
that
f(x)dr <liminf [ f,dz.
Rd

n—o0 ]Rd

Q6) Apply Fatou now to the unsigned function G — f,, to finish the
proof of the theorem.

Q7) Under the hypothesis of the dominated convergence theorem, es-
tablish the stronger bound || f,, — f||;: = 0 as n — oo.
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Problem I-1

Prove Fatou’s lemma. Recall first that liminf,,_, . a,, = limyx_, / cap. Let F(X) =inf,>n fu(z).

n>N
Show that Fy(x) is monotone, and apply the monotone convergence theorem to Fi ()

Solution. Note that Fyyi(x) = fn>N+1 fn(x) > inf,> N fn(z) = Fy(x) because Fy(x) is a lower bound for
the set defining Fi 41 (z), from 295 work.

Furthermore, since f1, f2,... > 0 we know that F}, Fs,... > 0. Therefore we can write the following by
the monotonic convergence theorem:

/ liminf f,(z) dx = / lim F,(z)dz = lim F,(z)dz = lim inf/ Fo(z) < lim fn(z)dz
R4 n— oo Rd n—oo Rd

n—o0 [pd n— oo n—0oo Jpd

7 Y
Because each F), < f,. v

Problem I-2
Why in the proof of the Dominated Convergence Theorem can we reduce to the case when f,, converges
to f and |f,| < G everywhere and not almost everywhere.

Solution. Let Dy be the set where f,, does not converge to f and Dg to be the set where |f,(x)| is not less
than or equal to G(z). Define f,, to be f,, on (Dy U Dg)¢ and 0 on Dy U D¢, likewise defined f to be f on
(Df UDg)¢ and 0 on Dy U Dg. Since integrals only care about sets of non-zero measure and Dy U D, has
measure zero, we know that when either of these integrals exist:

/Rd fi(x)de = /Rd fr(x)de
Fayde= [ fa)de

Then the limits also agree. Furthemore f; converges to f everywhere and |f,(x)] < G(z) everywhere. We
then have the reduction.

Also note that under this reduction, the integrals always exist. Why? Well if f! converges to f’, then |f]|
converges to |f’|. With this we have that because |f!(z)| < G(z) for all n and = € R? that |f(z)| < G(z)
for all z € R%. Therefore we have that, since | f| agrees with |f’| almost everywhere and | f!| agrees with |f,,|

almost everywhere:
/Ifnl(x)dw=/ |f,;(x>|dxs/ G(z)dz < 00
R4 Rd R4

/ |f(x)|d3::/ |f'(a:)|d$§/ G(z)dr < o
Rd Rd Rd
Perfect! This shows all the integrals are defined and the problem is well-posed. :

Problem I-3
Reduce to the case when f,, are real-valued. Hence —G(z) < f,(x) < G(x) pointwise everywhere.

Solution. Let fn(x) = un(x) + iv,(z) and f(z) = u(x) + iv(z) where uy,, v,,u,v : R — R. We know that

u, and v, converge to w and v since f, converges to f. Likewise, we know that whenever |f,(z)] < G(z)
that |un ()|, |on(z)] < |fo(z)] < G(z), and so u, and v, are bounded by G.
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We then apply the result to wu,, v,:

lim fo(z)dz = lim Up(z)de +4- lim vp(z) de
n— oo Rd n— oo Rd n—oo R4
:/ u(x)dx+i~/ v(z)dz
R4 R4
f(z)d
Rd

¢

Perfect! This demonstrates that the result reduces to the real-valued case.

Problem I-4
Apply Fatou’s lemma to the unsigned functions f, + G to conclude that:

f(z)dz <hmlnf/ fn(z)dx
R4 KN

Solution. Note that since —G(z) < fn(x) < G(x) everwhere, we know that f,(z) + G(x) > 0 everywhere.
Then these are unsigned measurable functions we know by Fatou’s Lemma that:

/Rd f(z)+ G(x)dz = /R hmlnffn( )+ G(z)dx < liminf/Rd fu(x) + G(z) dx

4 M—0o0 n— oo

Now because G(x) is absolutely integrable, its integral is finite, so we can cancel on both sides as follows,
using that G(z) is constant in n:

flx)dx + / G(z)dx <liminf | f,(z)dx+ / G(z)dx

n—oo Rd

f(@)dx <liminf | f,(x)dx
d R

n—oo

¢

This is the result we wanted ®

Problem I-5
Apply Fatou now to the unsigned function G — f,, to finish the proof of the theorem.

Solution. Now note that G(z) — f,(z) > 0 everywhere since G(z) > f,(x) everywhere. Therefore G,, — f, is
an unsigned measurable function. We then apply Fatou’s Lemma to write:
G(z)— f(x)da = / liminf G(z) — fp(z)dz <liminf [ G(z) — fn(z)dz

Rd Rd n—oo n—oo Rd
Again because G(x) is absolutely integrable, its integral is finite, so we can cancel on both sides as follows,
using that G(z) is constant in n:

G(z)dz — flz)dx < G(z)dx + liminf — [ f,(z)dz
Rd

Rd Rd Rd n—00

n—oo

f(x)dr <liminf— [ f,(z)dz
d Rd

f(z)de < —limsup [ fn(z)dx
d R

n—oo

f(z)dz > limsup [ fu(z)dz
d R

n— oo

Perfect! Then from the previous problem:

f(z)dzx <liminf [ f,(z)de <limsup [ fp(z)dr < f(z)dx
d R4 Rd R4

n—oo n—oo
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Therefore the liminf and the lim sup agree, and so the limit exists and we have:

lim fo(z)de = f(z)dz
Rd

n—oo R4

Just as desired. Tracing through the previous questions we see that this special case of real-valued functions
r " Y

where everything is pointwise everywhere generalizes to the full theorem. v

Problem I-6
Under the hypothesis of the dominated convergence theorem, establish the stronger bound that
lfn — fller — 0 as n — oo

Solution. Note that since f,, converges to f almost everywhere that |f,, — f| converges to 0 almost everywhere.
Furthermore, |f,, — f| is bounded above almost everywhere by the absolutely integrable function G + |f|,
since | f| was previously established to be absolutely integrable and G is absolutely integrable, the fact that
their sum is absolutely integrable follows from previous work. This holds from the triangle inequality, since
for almost every x € R? we have:

[fu(z) = f(@)] < [fu(@)] + [f(2)] < G(z) + [ f(2)]

Perfect! Then we apply the dominated convergence theorem to |f, — f| to see that:

Tim [ £~ fll =nlgr;o/Rd ) — f2)| da = /Rdc)dx=o

¢

And therefore the result holds, namely that || f,, — f|l&1 — 0 as n — co. Awesome ©
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Riemannian Manifolds

*Introduction and examples

Recall that we defined, in class, a Riemannian metric to be a symmtric
2-tensor that is positive definite at every point p € M (M is a differen-
tiable manifold). This 2-tensor gives us an inner product on each 7, M
as follows: Given any two vectors v, w € T,M, we set

(v,0)g = gp(v,0), gy =g(p).
Q1) Check that this is indeed makes 7,M an inner product space.

Once this is set, one can define a bunch of geometric constructions on
a Riemannian manifold (M, g), such as:

e The length or norm of tangent vector X € T),M is defined to be
[ Xy = VX, X))y = V/9p(X, X).

e The angle between two nonzero tangent vectors X,Y € T,M is the

unique ¢ € [0, 7| such that cosf = %

e Two tangent vectors are said to be orthogonal if (X,Y), = 0.

o If v : [a,b] — M is a continuous piece-wise smooth curve (this
means that there exists a partition a =z <21 < ... < 2, = b
is smooth), the length of v is defined by

such that ~

[ﬂ%xm—ﬂ

b
L) = [ b

Since |y/(t)|, is continuous at all but finitely many points, the in-
tegral is well-defined. It is not hard to check that this length
is independent of the parametrization. We won’t do that today
though.



e If M is connected, then given two points p,q € M, one can define
the distance between p and ¢ as

dg(p,q) = igf Ly(7),

where the infimum is taken over all piecewise-smooth curves con-
necting p to ¢. Again, one can show that this is indeed a metric on
M that makes M into a metric space (where the metric topology
coincides with the manifold topology of M). Also, we won’t check
that today.

The simplest example of a Riemannian manifold is Euclidean space R"
with the metric g defined by

J J

where we are using the Einstein summation notation here. This means
n

for any two vectors o, w € T,R", then g(v,w) = v- @ =) ._, vjw;.

Q2) Let M be a differentiable submanifold of RY. Then M inherits
from R? its Riemannian metric as follows: For any p € M, and
any vectors ¥, € T,M C T,R? we set g(p)(¥,w) = 7 - . Show
that this is indeed a Riemannian metric on M. This is called the
induced Riemannian metric. In particular, since any (abstract)
differentiable manifold can be regarded as a submanifold of R
one can put a metric on any differentiable manifold.

*Coordinate representation

Given a coordinate chart (U,¢) where o = (z!,...,2"), we saw in

class that a metric ¢ on a manifold M has the following coordinate
representation

9(p) = gj(p) da’ © da’
where ¢;; : U — R are smooth functions (actually this is how defined
smoothness of g!).



Q3) Now suppose that (V,v) is another coordinate chart such that
UNV # 0, and write ¢ = (y!,...,y"), then g can also be expressed
as g(p) = gy dy' ® dy’. What is the relation between the two

'(z) dl‘k

matrices g;; and g;;? Hint: Recall that dy’ = Py —ayioai;

*Orthonormal Frames

Let (M, g) be a Riemannian n—manifold, and let U C M be open. We
define an orthonormal frame for M on U to be collection of n—smooth
vector fields £y, B, ..., F, on U such that for each p € U, {Ey(p), ..., E.(p)}
forms an orthonormal basis for 7,,M.

Q4) Check that the coordinate frame (0/9z") is a global orthonormal
frame on R™. Hint: Recall that 8/0z'(p) = €;.

Remark. The fact that the orthonormal frame is also a coordinate
frame is a very special property that generally cannot be achieved.
It is a reflection of the zero curvature on RY. So, in general, we
don’t expect orthonormal frames to be coordinate frames.

Q5) (Existence of Orthonormal Frames) Show that for each p € M,
there is a smooth orthonormal frame on a neighborhood of p. Hint:
Gram-Schmidt to coordinate frame. Why is the resulting frame
smooth?

*The tangent-cotangent isomorphism

Q6) Let V be an inner product vector space. The inner product gives
an isomorphism between V' and its dual space V* as follows: Let
w € V*, show that there exists a unique v € V such that w(-) =
(-,v). Check that the map L : V — V* given by Lv = (-,v) is a
linear isomorphism.

Q7) We apply the above question to 7,M of some Riemannian man-
ifold (M, g). Let (U,¢) be coordinate chart near p and let ¢ =

(z',...,2"). Let X € T,M be written as X = Xiaii. Check that

L(X) defined in the above problem (using the inner product (-, -),)




is given by
L(X)= X;dz', where X, := g,'ij.

Therefore, g;; is the matrix of the transformation L. For this rea-
son, applying the operator L is sometimes called lowering an index.

Q8) (Raising indices) As a result, the matrix of the transformation
L' : V* = V is given by the inverse of the matrix (g;;). Why
is g;; invertible? The inverse matrix is usually denoted g% so that
the following holds using Einstein’s summation notation

gijgjk = gkjgji = 51@-
Thus given a covector w € (T,M)* with w = w;dz’, then the vector
X = L7 'w is given by
0

0 (RS Y P
X =w— w = g”wj.

oz’
We say that applying L~ amounts to raising an index.

Q9) The most important manifestation of this tangent-cotangent iso-
morphisms happens when we apply L™! to the 1-form df (p) when
f: M — R is a smooth function. We call the resulting vector the
gradient of f at p or V f(p). Show that

Of of Of ol
Vi=9"3050 5= 8—;?(17),% = ¢(p)-

Hence, V f is a smooth vector field on M.
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1.13. IBL Week 12

Problem I-1
Check that (v, w), := g,(v,w) makes T,M into an inner product space

Solution. This follows directly, g being a symmetric 2-tensor means that g, is symmetric and bilinear, and
o

positive definiteness gives us the remaining properties of an inner-product. \ 4

Problem 1-2

Let M be a differentiable submanifold of R?. Then M inherits from R? its Riemannian metric as
follows: For any p € M, and any vectors v, w : T,M C T,R?, we set g,(v,w) = v-w. Show that this is
indeed a Riemannian metric on M. This is called the induced Riemannian metric. In particular, since
any (abstract) differentiable manifold can be regarded as a submanifold of R?, one can put a metric on
any differentiable manifold.

Solution. g as defined above is just a pullback under the smooth map ¢ : M — R? of the smooth 2-tensor

d . . o
(v,w) — v - w on R* which is smooth. v
Problem I-3
Now suppose that (V,) is another coordinate chart such U NV # () and write v = (y',...,y"), then
g can also be expressed as g, = g;; dy’ ®1dy3. What is the relation between the two matrices g;; and g;;.
: i no dlyiop] 1 k
Hint: Recall that dy* =" _, (["0%7] dz*

Solution. We may write that:
9p = Z i dy’ @ dy?

1<4,j<n
ST Oy o] L,
= Z 9ij - (Z o dz” | ® Z o dx
1<i,j<n k=1 r=1

ai -1 az -1 _
3 T o™ Oy'ey ]_gij Ao ® da”

oxk oz’
1<k,r<n \1<ij<n

So then because of the uniqueness of these expressions, we see that:

ol 11 9y -1
= 3 y'op '] . Oy oy’

Oxk 9ij Ox"

1<i,j<n
Then define:
Oy’ o p™]
ozk

Then we have with Gy, = gg, a matrix representation of g at p and likewise (N}'ij = g;; that:

Jkr = Z Air - Gij - Ajr

A, = A=D(poyp™t)

1<i,j<n
G=A".G-A
o
Great! v
Problem I-4
Check that the coordinate frame Hfj:, is a global orthonormal frame on R™. Hint: Recall that %(p) =

€;.

156



Faye Jackson April 16th, 2021 MATH 396 - 1.13

Remark. The fact that the orthonormal frame is also a coordinate frame is a very special property
that generally cannot be achieved. It is a reflection of the zero curvature on R%. So, in general, we don’t
expect orthonormal frames to be coordinate frames.

Solution. First note that by class since (R™,1d) is a coordinate chart, 8%1, -+ +s 5om 18 @ smooth global frame.

Then this is orthonormal because at each p we have this is just eq, ..., e,, which is orthonormal with respect
o

to the standard inner product. v

Problem I-5 (Existence of Orthonormal Frames)
Show that for each p € M, there is a smooth orthonormal frame on a neighborhood of p. Hint:
Gram-Schmidt to coordinate frame. Why is the resulting frame smooth?

Solution. Let (U, ¢) be a coordinate chart around p with ¢ = (z,...,2"). Then consider the smooth frame
on U given by %, cee %. We may apply Gram-Schmidt to this to get vector fields E, ..., E, which is an
orthonormal frame. Furthermore, these are smooth because in Gram-Schmidt we only use the inner product

of vector fields, sums of vector fields, and scalar multiples of vector fields, which are all smooth operations
o
because the metric g is smooth. L 4

Problem I-6

Let V be an inner product vector space. The inner product gives an isomorphism between V and
its dual space V* as follows: Let w € V*, show that there exists a unique v € V such that w(-) = (-, v).
Check that the map L : V — V* given by Lv = (-,v) is a linear isomorphism

Solution. First note that L is well-defined and a linear since for ¢ € R, v,v1,v5 € V, w, w1, ws € V we have:
[L(v)](cwr + w2) = (cwr + w2, v) = c(wy,v) + (w2, v) = [L(v)](w1) + [L(v)](w2)
[L(cvy + v2)](w) = (w, cvy + va) = c{w,v1) + (w, va2)

Great! Then L is injective because if v € ker L then L(v) =0, so (v,v) =0, and then v = 0. Therefore since

ae
V and V* have the same dimension, L is a linear isomorphism, which proves the claim. \ 4

Problem I-7
We apply the above question to T, M of some Riemannian manifold (M, g). Let (U, ) be a coordinate
chart near p and let o = (z',...,2™"). Let X € T,M be written as X = X* ()(f[ Check that L(X) defined
in the above problem (using the inner product (-,-),) is given by:
L(X) = X, dz" where X; = g;; X’
Therefore, g;; is the matrix of the transformation L. For this reason, applying the operator L is sometimes
called lowering an index

Solution. We apply both L(X) and X;dz’ to an element of the basis %. If they agree then we’re done
since linear maps are determined by where they send the basis. We then see that:

o0 0
LX) - ggr = <XW>

i (0
= gij da*(X) - dz’ (@)

=g X" 6] = g X' = X,

i, 9 i 9
= X6 = Xy

As demonstrated, we get the same thing in either case, and so:
L(X) = X, d2"
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Perfect! v
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