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## Abstract

Shub, M. and S. Smale, Complexity of Bezout's theorem V: Polynomial time, Theoretical Computer Science 133 (1994) 141-164.
We show that there are algorithms which find an approximate zero of a system of polynomial equations and which function in polynomial time on the average. The number of arithmetic operations is $c N^{4 s}$, where $N$ is the input size and $c$ a universal constant.

## 1. Introduction

The main goal of this paper is to show that the problem of finding approximately a zero of a polynomial system of equations can be solved in polynomial time, on the average. The number of arithmetic operations is bounded by $c N^{4}$, where $N$ is the number of input variables and $c$ is a universal constant.

Let us be more precise. For $d=\left(d_{1}, \ldots, d_{n}\right)$ each $d_{i}$ a positive integer, let $\mathscr{H}_{(d)}$ be the linear space of all maps $f: \mathbb{C}^{n+1} \rightarrow \mathbb{C}^{n}, f=\left(f_{1}, \ldots, f_{n}\right)$, where each $f_{i}$ is a homogeneous polynomial of degree $d_{i}$.

The notion of an approximate zero $z$ in projective space $P\left(\mathbb{C}^{n+1}\right)$ of $f$ has been defined in $[11,12,14,6]$ and below. It means that Newton's method converges quadratically, immediately, to an actual zero $\zeta$ of $f$, starting from $z$. Given an approximate zero, an $\varepsilon$ approximation of an actual zero can be obtained with a further $\log |\log \varepsilon|$ number of steps.
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A probability measure on the projective space (of lines) $P\left(\mathscr{H}_{(d)}\right)$ was developed in [5,11] and "average" below refers to that measure. Let $N=$ dimension $\mathscr{H}_{(d)}$ as a complex vector space.

Main Theorem. Fixing d, the average number of arithmetic operalions to find an approximate zero of $f \in P\left(\mathscr{H}_{(d)}\right)$ is less than $c N^{4}, c$ a universal constant, unless $n \leqslant 4$ or some $d_{i}=1$.

Remark. If $n \leqslant 4$ or some $d_{i}=1$, we get $c N^{5}$
The result is also valid in the non-homogeneous case $f: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$.
The import of the Main Theorem can be understood especially clearly in the case of quadratic polynomials. Thus consider the case $d=(2, \ldots, 2)$ of this theorem. Here we have that the average arithmetic complexity is bounded by a polynomial function of the dimension $n$ since an easy count shows that $N \leqslant n^{3}$. This seems quite surprizing in view of the history of complexity results for polynomial systems (see [1] for references).
The special case of quadratic systems has extra significance in view of the NPcompleteness theorems of [1].
Here it is shown that the decision problem "quadratic systems" is NP-complete over $\mathbb{R}$ or over $\mathbb{C}$. This problem is given $k$ quadratic inhomogeneous equations, in $n$ variables, to decide if there is a common zero. For various reasons, it seems unlikely, that there is a polynomial-time algorithm, even with exact arithmetic (in the sense of [1]) for this problem.
Moreover in the recent "weak model" of [4], quadratic systems definitely do not admit a polynomial-time algorithm, so that $\mathrm{P} \neq \mathrm{NP}$, as was shown in [2].

One might reasonably ask about the analog of the Main Theorem for the worst case, rather than the average. In a trivial sense the corresponding conclusion cannot be true since some polynomial systems have no approximate zeros.

But there seems to be a deeper sense in which the result (or a modification thereof) fails for the worst case. The algorithms we use here are robust in that they work well in the presence of round-off error (see $[3,6]$ ).

This could be made more formal, more conceptual, by the introduction of a " $\delta$-machine", see especially [6], but also [8,9,17] for background.

A $\delta$-machine is defined to introduce a relative error $\delta$ at each computation node of a [1] machine.

Then it could no doubt be proved that a $\delta$-machine would be sufficient in our Main Theorem, where $\delta>0$ could be well-estimated.

On the other hand for $n>1$, polynomial systems may have one-dimensional sets of solutions ("excess components") and that fact seems to imply, that the worst-case complexity problem is undecidable with $\delta$-machines, for any $\delta>0$. Even the linear case produces an argument. These ideas need formalization and development, but one would expect that to happen in view of [6].

The algorithm of the Main Theorem, developed in [11, 12, 14], is a homotopy method, with steps based on a version (projective) of Newton's method. There is a weak spot in its present use in that the existence of a start system-zero pair $(g, \zeta)$ is proved, but not constructively. Thus the algorithms depends on $d=\left(d_{1}, \ldots, d_{n}\right)$, and even on a probability of failure $\sigma$. It is not uniform in the sense of [1] in $d$ and $\sigma$.

In Section 2 an obvious candidate for $(g, \zeta)$ is given. If our (highly likely) conjecture stated there is true, then the uniformity of the algorithms is achieved.

The Main Theorem has the following generalization, which includes the case studied in [14]. We say that $z_{1}, \ldots, z_{l}$ are $l$ (distinct) approximate zeros of $f \in P\left(\mathscr{H}_{(d)}\right)$ if they converge under iteration of (projective) Newton's method to $l$ distinct roots $\zeta_{1}, \ldots, \zeta_{t}$ of $f$.

Generalized Main Theorem. Fixing d, the average number of arithmetic operations to find $\mathscr{D} \geqslant l \geqslant 1$, where $\mathscr{D}=\prod_{i=1}^{n} d_{i}$ is the Bezout number, approximate zeros of $f \in P\left(\mathscr{H}_{(d)}\right)$ is less than $\mathrm{cl}^{2} N^{4}$, c a universal constant, unless $n \leqslant 4$ or some $d_{i}=1$ in which case $c l^{2} N^{5}$ suffice.

## 2. Main theorem, weak version

Let $\mathscr{H}_{(d)}$ be as in Section 1 and we suppose it is endowed with the Hermitian inner product in $[5,11]$ invariant under the unitary group $U(n+1)$. Then $S\left(\mathscr{H}_{(d)}\right)$ denotes the unit sphere in $\mathscr{H}_{(d)}$ and

$$
\hat{V}=\left\{(f, \zeta) \in S\left(\mathscr{H}_{(d)}\right) \times P\left(\mathbb{C}^{n+1}\right) \mid f(\zeta)=0\right\} .
$$

Then let $\hat{\Sigma}^{\prime}$ be the set of singular points of the restriction $\hat{\pi}_{1}: \hat{V} \rightarrow S\left(\mathscr{H}_{(d)}\right)$ (i.c. $(f, \zeta)$ such that the derivative $D \hat{\pi}_{1}: T_{f, \zeta}(\hat{V}) \rightarrow T_{f}\left(S\left(\mathscr{H}_{(d)}\right)\right)$ is singular). Compare all this with the similar notions for $V$ of $[11,12,14]$. In fact, one has the fibration $\hat{V} \rightarrow V$ with fibres $S O(2)$ induced by the fibration $S\left(\mathscr{H}_{(d)}\right) \rightarrow P\left(\mathscr{H}_{(d)}\right)$; thus the vertical distance to $\Sigma^{\prime}$ of [11] defines a similar vertical distance $\rho$ (same notation) and neighborhood $N_{\rho}\left(\hat{\Sigma}^{\prime}\right)$ of $\hat{\Sigma}^{\prime}$ in $\hat{V}$.

Let $\mathscr{L}_{g}$ be the space of great circles of $S\left(\mathscr{H}_{(d)}\right)$ which contain $g \in S\left(\mathscr{H}_{(d)}\right)$. Let $\psi: S\left(\mathscr{H}_{(d)}\right)-\{ \pm g\} \rightarrow \mathscr{L}_{g}, \psi(f)=L_{f}$ be the map which sends $f$ into the unique great circle containing $f$ and $g$.

For such an $f$ we may define $\hat{L}_{f}=\hat{\pi}_{1}{ }^{1}\left(L_{f}\right) \subset \hat{V}$. If $L_{f} \cap \hat{\Sigma}=\emptyset$, where $\hat{\Sigma}=\hat{\pi}_{1}\left(\hat{\Sigma}^{\prime}\right)$ is the discriminant locus [11], then $\hat{L}_{f}$ is a one-dimensional submanifold in $\hat{V}$ oriented by going from $g$ to $f$ omitting $-g$. If in addition, $\zeta$ is a zero of $g$, then there is a unique arc in $\hat{L}_{f}$ starting at $(g, \zeta)$ and ending at the first point of $\hat{\pi}_{1}^{-1}(f)$ met on $\hat{L}_{f}$. Let us call that $\operatorname{arc} \hat{L}(f, g, \zeta)$.

Remark. $\hat{L}(f, g, \zeta)$ may be interpreted as a path of zeros of "the homotopy" $t f+(1-t) g$ as $t$ goes from 0 to 1 .

Our Hermitian structure on $\mathscr{H}_{(d)}$ induces natural Riemannian metrics and probability measures on $S\left(\mathscr{H}_{(d)}\right), P\left(\mathscr{H}_{(d)}\right)$ and $\mathscr{L}_{g}$; see [12,14]. Moreover with these measures, the natural maps $S\left(\mathscr{H}_{(d)}\right) \rightarrow P\left(\mathscr{H}_{(d)}\right), \psi: S\left(\mathscr{H}_{(d)}\right)-\{ \pm g\} \rightarrow \mathscr{L}_{g}$ are measure preserving, in the usual sense that meas $\psi^{-1} A=$ meas $A$.

Fixing $(g, \zeta)$ as above let $\sigma=\sigma(\rho, g, \zeta), 0<\sigma<1$ be the probability that $\hat{L}(f, g, \zeta)$ meets $N_{\rho}\left(\hat{\Sigma}^{\prime}\right)$ for $f \in S\left(\mathscr{H}_{(d)}\right)$. Later we will see how $\sigma$ may be interpreted as the "probability of failure".

Theorem 2.1. For each $\rho>0$, there is a $(g, \zeta) \in \hat{V}$ such that

$$
\sigma \leqslant c \rho^{2} N^{2} n^{3} D^{3 / 2} .
$$

Here, as throughout this paper, $c$ is some universal constant. Moreover,

$$
D=\max _{i=1 \ldots, n}\left(d_{i}\right) .
$$

Proposition 2.2. We have $n^{3} D^{3} \leqslant c N$ unless some $d_{i}=1$ or $n \leqslant 4$ in which case there is a slightly weaker estimate.

The proof is left to the reader (use $\binom{D+n}{n} \leqslant N$ ).
Using this proposition and [11] for the case $n=1$, one can use Theorem 2.1 to get the estimate:

$$
\sigma \leqslant c \rho^{2} N^{3}
$$

Theorem 2.1 has a ready interpretation in terms of the condition number of $f$,

$$
\mu_{g, \zeta}(f)=\max _{(h, z) \subset \bar{L}(f, g, \zeta)} \mu_{\text {norm }}(h, z) .
$$

Here see $[11,12,14]$ for $\mu_{\text {norm }}(h, z)$ as well as the condition number theorem

$$
\rho(h, z)=\frac{1}{\mu_{\text {norm }}(h, z)}, \quad(h, z) \in V, \quad(\text { or } \hat{V}) .
$$

Let

$$
S_{g, \zeta, \mathfrak{p}}=\left\{f \in S\left(\mathscr{H}_{(d)}\right)-\{ \pm g\} \mid \hat{L}(f, g, \zeta) \cap N_{\rho}\left(\hat{\Sigma}^{\prime}\right) \neq \emptyset\right\} .
$$

Theorem 2.3. Given $\rho>0$, there is a $g \in S\left(\mathscr{H}_{(d)}\right)$ such that

$$
\frac{1}{\mathscr{D}} \frac{\sum_{\zeta, g(5)=0} \operatorname{Vol} S_{g, \zeta, \rho}}{\operatorname{Vol} S\left(\mathscr{H}_{(d)}\right)} \leqslant c \rho^{2} N^{2} n^{3} D^{3 / 2} .
$$

Note that Theorem 2.1 is a consequence of Theorem 2.3, since the left-hand side of Theorem 2.3 is an average over the zeros $\zeta$ of $g$. For at least one $\zeta$, one gets less than
the average. Hence there exist a pair $(g, \zeta) \in V$ such that

$$
\sigma=\frac{\operatorname{Vol}_{q, \boxed{4}, \rho}}{\operatorname{Vol} S\left(\mathscr{H}_{(d)}\right)} \leqslant c \rho^{2} N^{2} n^{3} D^{3 / 2}
$$

proving Theorem 2.1.
Conjecture 2.4. The pair ( $g, \zeta$ ) of Theorem 2.1 given by $g_{i}(z)=z_{0}^{d_{i}-1} z_{i}, i=1, \ldots, n$, and $\zeta=e_{0}=(1,0, \ldots, 0)$ makes the conclusion of Theorem 2.1 true.

The truth of this conjecture would make our algorithms more constructive and in fact algorithms in the sense of [1] with input ( $d, \sigma, f$ ).

Remark. Let $S_{g, \rho}=\bigcup_{g, \zeta ;-0} S_{g, \zeta, \rho}$. So

$$
\operatorname{Vol}\left(S_{g, \rho)} \leqslant \sum_{\zeta} \operatorname{Vol} S_{g, \zeta, \rho} .\right.
$$

In this way it is seen that Theorem 2.3 is a sharp form of Theorem 2 of [14]. In fact that suggests a proof. Theorem 2.3 is proved in the next section following [14], but with a multiplicity function taken into account.

Next we use the Main Theorem of [11] and Theorem 2.1 to obtain a weak version of our main result.

Main Theorem (Weak version). Let be given a probability of failure $\sigma, 0<\sigma<1$. Then there exists $(g, \zeta) \in V$ such that a number of projective Newton steps $k$ sufficient to find an approximate zero of input $f \in S\left(\mathscr{H}_{(d)}\right)$ is

$$
k \leqslant c N^{3} / \sigma
$$

(If $n \leqslant 4$, or some $d_{i}=1$, one obtains only $c N^{4} / \sigma$.)
Proof. The Main Theorem of [11] asserts that $k \leqslant c D^{3 / 2} / \rho^{2}$. But by Theorem 2.1, we can take $\sigma=c \rho^{2} N^{2} D^{3 / 2} n^{3}$. Thus by Proposition 2.2, we obtain the estimate of our theorem.

The number of arithmetic operations of a projective Newton step can be bounded by $c N$, so we get $c N^{4} / \sigma$ arithmetic operations.

This theorem is easier to prove than the Main Theorem, the weakness coming from the factor $1 / \sigma$ which cannot be averaged. Thus we must be able to replace $1 / \sigma$ by $1 / \sigma^{1-\varepsilon}$, Sections 4-7 are devoted to this.

## 3. The proof of Theorem 2.3

As we have noted Theorem 2.3 uses a sharpened form of Theorem 2 of [14]. This suggests a proof. To this end we sharpen accordingly, Theorem C of [12] and then Proposition 4(a) and (b) of [14].

Let $M_{2 \rho}: S\left(\mathscr{H}_{(\mathrm{d})}\right) \rightarrow Z^{+}$be defined as follows. $M_{2 \rho}(f)$ is the number of roots of $f$ in $N_{2 \rho}\left(\hat{\Sigma}^{\prime}\right)$ (perhaps $\infty$ ) or more properly, the cardinality of $\hat{\pi}_{1}^{-1}(f) \cap N_{2 \rho}\left(\hat{\Sigma}^{\prime}\right)$. Here we are following the notation of Section 2.

Theorem 3.1. For any $\rho>0$

$$
\frac{1}{\operatorname{Vol} S\left(\mathscr{H}_{(d)}\right)} \int_{S\left(\mathscr{H}_{(d)}\right)} M_{2 \rho}(f) \leqslant c \rho^{4} n^{3} N^{2} \mathscr{D} .
$$

This is a sharper version of Theorem C of [12], but the same proof works.
Define for $(g, \zeta) \in \hat{V}, \mathscr{L}_{g, \zeta, \rho} \subset \mathscr{L}_{g}$ as follows: Suppose that

$$
L \cap \hat{\Sigma}=\emptyset \quad\left(L, \hat{\Sigma} \subset S\left(\mathscr{H}_{(d)}\right)\right) .
$$

Then $\hat{\pi}_{1}^{-1}(L) \rightarrow L$ is a $\mathscr{Q}$-fold covering map and $\hat{\pi}_{1}^{-1}(L)-\hat{\pi}_{1}^{-1}(-y)$ consists of $\mathscr{D}$ open arcs in $\hat{V}$. Let $A_{g . \zeta}$ denote the arc among them that contains $\zeta$. Then define:

$$
\mathscr{L}_{g, \zeta, \rho}=\left\{L \in \mathscr{L}_{g} \mid A_{g, \zeta} \cap N_{\rho}\left(\hat{\Sigma}^{\prime}\right) \neq \emptyset\right\} .
$$

Lemma 3.2. With notation as above,

$$
\frac{\sum_{\zeta, g(5)=0} \operatorname{Vol} S_{g, \zeta, \rho}}{\operatorname{Vol} S\left(\mathscr{H}_{(d)}\right)} \leqslant \frac{\sum_{\zeta, g(\zeta)=0} \operatorname{Vol} \mathscr{L}_{g, \zeta, \rho}}{\operatorname{Vol} \mathscr{L}_{g}} .
$$

The proof follows from the fact that $\psi: S\left(\mathscr{H}_{(d)}\right)-\{ \pm g\} \rightarrow \mathscr{L}_{g}$ preserves the probability measures and that

$$
S_{g .5, \rho} \subset \psi^{-1}\left(\mathscr{L}_{g .5, \rho}\right)
$$

Lemma 3.3. For any $\rho>0, d=\left(d_{1}, \ldots, d_{n}\right)$ there is a $g \in S\left(\mathscr{H}_{(d)}\right)$ such that

$$
\left.\frac{\sum_{\zeta . g(\zeta)}=0}{} \operatorname{Vol} \mathscr{L}_{g, \zeta . \rho}\right) \leqslant\left(\frac{c \rho^{2}}{D^{3 / 2}}\right)^{-1} \frac{\operatorname{Vol} S^{1}}{\operatorname{Vol} S\left(\mathscr{H}_{(d)}\right)} \int_{S\left(\mathscr{H}_{(d)}\right)} M_{2 \rho}(f) .
$$

(Here Vol $S^{1}=2 \pi$.)
Note that Lemmas 3.2 and 3.3, and Theorem 3.1 give the proof of Theorem 2.3. One has to just check that the constants come out correctly.

Thus it remains to prove Lemma 3.3. For this we sharpen Propositions 4(a) and 4(b) of [14] as follows.

Let $\mathscr{L}$ denote the space of great circles in $S\left(\mathscr{H}_{(d)}\right)$.
Proposition 3.4. (a) There is a $g \in S\left(\mathscr{H}_{(d)}\right)$ such that

$$
\frac{1}{\operatorname{Vol} \mathscr{L}_{g}} \int_{\mathscr{L}_{9}} \int_{f \in L} M_{2 \rho}(f) \leqslant \frac{1}{\operatorname{Vol} \mathscr{L}} \int_{\mathscr{\mathscr { L }}} \int_{f \in L} M_{2 \rho}(f) .
$$

(b) Moreover,

$$
\frac{1}{\operatorname{Vol} \mathscr{L}} \int_{\mathscr{L}} \int_{f \in L} M_{2 \rho}(f)=\frac{\operatorname{Vol} S^{1}}{\operatorname{VolS}\left(\mathscr{H}_{(d)}\right)} \int_{S\left(\mathscr{H}_{(d)}\right)} M_{2 \rho}(f)
$$

The proof follows so closely that of Propositions $4 a$, b of [14] that we leave it to the reader.

Corollary 3.5. For any $d, \rho$ there is a $g \in S\left(\mathscr{H}_{(d)}\right)$ such that

$$
\frac{1}{\operatorname{Vol} \mathscr{L}_{g}} \int_{\mathscr{L}_{g}} \int_{L} M_{2 \rho}(f) \leqslant \frac{\operatorname{Vol} S^{1}}{\operatorname{Vol} S\left(\mathscr{H}_{(d)}\right)} \int_{S\left(\mathscr{H}_{(d)}\right)} M_{2 \rho}(f) .
$$

Let $\tau_{\rho}: \mathscr{L}_{g} \rightarrow Z^{+}$be defined as follows. $\tau_{\rho}(L)$ is the number of $A_{g, \zeta}$ meeting $N_{\rho}\left(\hat{\Sigma}^{\prime}\right)$. Then from the definitions

$$
\sum_{\substack{\zeta \\ g(\zeta)=0}} \operatorname{Vol} \mathscr{L}_{g, \zeta, \rho}=\int_{L \in \mathscr{L}_{g}} \tau_{\rho}(L)
$$

From the corollary of Theorem 1 of [14] we have

$$
\tau_{\rho}(L) \leqslant\left(\frac{c \rho^{2}}{D^{3 / 2}}\right)^{-1} \int_{f \in L} M_{2 \rho}(f)
$$

Therefore, we obtain for any $g \in S\left(\mathscr{H}_{(d)}\right)$,

$$
\frac{\sum_{\zeta} \operatorname{Vol} \mathscr{L}_{g, \zeta, \rho}}{\operatorname{Vol} \mathscr{L}_{g}} \leqslant \frac{1}{\operatorname{Vol} \mathscr{L}_{g}}\left(\frac{c \rho^{2}}{D^{3 / 2}}\right)^{-1} \int_{\mathscr{L}_{g}} \int_{L} M_{2 \rho}(f)
$$

The corollary of Proposition 3.4 now finishes the proof.

## 4. Integral geometry

The goal here is to estimate the volume of certain real algebraic sets. The arguments go back to Crofton and [19], but we use a modern form closer to [12, 14]. ${ }^{1}$

The following theorem illustrates what we are doing.
Theorem 4.1. Let $M \subset P\left(\mathbb{R}^{l}\right)$ be a real algebraic variety, given by the vanishing of real homogeneous equations with its complexification having dimension $m$ and degree $\delta$, over $\mathbb{C}$. Then the $m$-dimensional volume of $M$ is less than or equal to $\delta \operatorname{Vol} P\left(\mathbb{R}^{m+1}\right)$.

The affine version can be dealt with by the same methods and in fact is in [15] for the one-dimensional case in $\mathbb{R}^{2}$.

Let $\hat{V} \subset S\left(\mathscr{H}_{(d)} \times P\left(\mathbb{C}^{n+1}\right)\right.$ be as in Section 2 with restrictions of the projections denoted by $\hat{\pi}_{1}: \hat{V} \rightarrow S\left(\mathscr{H}_{(d)}\right), \hat{\pi}_{2}: \hat{V} \rightarrow P\left(\mathbb{C}^{n+1}\right)$. Let $L$ be a great circle in $S\left(\mathscr{H}_{(d)}\right)$, with

[^0]$L \cap \Sigma=\emptyset$. Then $\hat{\pi}_{1}^{-1}(L)$ is a one-dimensional (real) submanifold in $\hat{V}$. Also $\hat{\pi}_{2}\left(\hat{\pi}_{1}^{-1}(L)\right)$ is a curve $B$ in $P\left(\mathbb{C}^{n+1}\right)$.

Theorem 4.2. The length of $B$ is less than or equal to $2 \mathscr{D}^{2}$.
We sketch some basic results on integration, especially Fubini's theorem, in a Riemannian manifold setting (the Coarea Formula, see [7]).
Suppose $F: X \rightarrow Y$ is a surjective map from a Riemannian manifold $X$ to a Riemannian manifold $Y$, and suppose the derivative $D F(x): T_{x}(X) \rightarrow T_{f(x)}(Y)$ is surjective for almost all $x \in X$. The horizontal subspace $H_{x}$ of $T_{x}(X)$ is defined as the orthogonal complement to ker $D f(x)$.

The horizontal derivative of $F$ at $X$ is the restriction of $D F(x)$ to $H_{x}$. The Normal Jacobian $N_{\mathrm{J}} F(x)$ is the absolute value of the determinant of the horizontal derivative, defined almost everywhere on $X$.

Example 4.3. Suppose a compact Lie group $G$ acts transitively and isometrically on a manifold $S$. Fixing $s_{0} \in S$, the normal Jacobian of the map $G \rightarrow S, g \rightarrow g s_{0}$ is a constant.

More generally the following result is seen easily.
Proposition 4.4. Let $F: X \rightarrow Y$ be a map of Riemannian manifolds, equivariant under the action of a compact group $G$ of isometries of $X$ and $Y$. If $G$ acts transitively on $X$ then the normal Jacobian is a constant.

Fubini's theorem takes the following form.
Coarea Formula. Let $F: X \rightarrow Y$ be a map of Riemannian manifolds satisfying the above surjectivity conditions. Then for $\varphi: X \rightarrow \mathbb{R}$

$$
\int_{X} \varphi(x)=\int_{Y} \int_{F^{-1}(y)} \varphi(x) \frac{1}{N_{\mathrm{J}} F(x)} .
$$

Here the usual integrability conditions of Fubini's theorem are supposed.
Next suppose that $G$ is a compact Lie group acting transitively and isometrically on the manifold $S$. Let $N$ be a submanifold of $S$ such that the subgroup $I_{N}$ of $G$ leaving $N$ invariant acts transitively on $N$. Thus the quotient space

$$
G_{N}=G / I_{N}=\{g N \mid g \in G\}
$$

represents the various images of $N$ under applications of elements of $G$.
Our application will be to the case $S$ is real projective space $P\left(\mathbb{R}^{l}\right), G$ is the orthogonal group $O(l)$ and $N$ is $P\left(\mathbb{R}^{k+1}\right)$ considered as inbedded in $P\left(\mathbb{R}^{l}\right)$ as a coordinate $k$ subspace. In this case $G_{N}$ can be identified with the Grassmannian $G_{k}$ of $k$-dimensional linear subspaces of $P\left(\mathbb{R}^{l}\right)$.

Returning to the general setting let $W \subset G_{N} \times S$ be the submanifold

$$
W-\{(g N, s) \mid s \in g N\} .
$$

Let $p_{1}: W \rightarrow G_{N}, p_{2}: W \rightarrow S$ be the restrictions of the natural projections.
The following proposition can be easily proved.
Proposition 4.5. The above $W$ is indeed a submanifold, the product action of $G$ on $G_{N} \times S$ leaves $W$ invariant, and acts isometrically and transitively on $W$. Moreover, $p_{1}$ and $p_{2}$ are equivariant under $G$.

Corollary to Propositions 4.4 and 4.5. The normal Jacobians of $p_{1}$ and $p_{2}$ are constant.
Since $G$ acts on $S$ it acts also on the tangent bundle $T(S)$ by the derivative. It also acts on the associated bundle $G_{m}(T(S))$ with fiber, all $m$ planes through the origin in $T_{s}(S)$. We say that the action of $G$ on $S$ is $m$-transitive if this last action is transitive. Note that in our application, $m$-transitivity is satisfied for all the relevant integers $m$.

Proposition 4.6. Let $M$ be an m-dimensional submanifold of $S$. Suppose that $G$ as above is also m-transitive on $S$. Let $\tilde{M}=p_{1}^{-1}(M) \subset W$. Then the restriction $\left.p_{2}\right|_{\tilde{M}}: \tilde{M} \rightarrow G_{N}$ has normal Jacobian a constant c (possibly not defined everywhere) depending only on $G, S$, $N$ and $m$.

Proof. Define an associated bundle $E(T(W))=E$ over $W$ of $T(W)$ as follows. Let $w \in W$ : we will define the fiber $E_{w}$ by

$$
E_{w}=\left\{D p_{2}(w)^{-1}(L) \subset T_{w} \mid L \in G_{m}\left(T_{p \lambda(w)}(S)\right)\right\} .
$$

Then the induced action of $G$ on $E$ is transitive by our hypothesis of $m$-transitivity. Let $\tilde{H}_{w}$ be the orthogonal space to $\operatorname{ker} D p_{1}(w)$ in $E_{w}$. Then $N_{J p_{1} \mid} \tilde{M}_{\tilde{M}}(w)$ is the determinant of the restriction of the derivative of $p_{1}$ to $\tilde{H}_{w}$. By our transitivity we are finished, noting also that the surjectivity of the derivative holds everywhere if at one point.

Theorem 4.7. Let $M$ be as above. Then

$$
\operatorname{Vol} M=\frac{c}{\operatorname{Vol} W_{0}} \int_{g N \in G_{\mathrm{v}}} \operatorname{Vol}(g N \cap M),
$$

where $c$ is the constant of Proposition 4.6 and $W_{0}=p_{2}^{-1}\left(s_{0}\right)$ for some fixed $s_{0} \in S$.
The volumes are of course in the appropriate dimensions.
Proof. Apply the Coarea Formula and Proposition 4.5 to $p_{2}$ restricted to $\tilde{M}$ to obtain

$$
\operatorname{Vol} \tilde{M}=\operatorname{Vol} M \operatorname{Vol} W_{0}
$$

Next apply the same argument to $p_{1}$ restricted to $\tilde{M}$ to obtain

$$
\operatorname{Vol} \tilde{M}=\int_{g N \in G_{N}} \operatorname{Vol}(g N \cap M)\left(\frac{1}{N_{J_{1}} \mid \tilde{M}}\right)
$$

By Proposition 4.6, and by elimination of $\operatorname{Vol} \tilde{M}$ we obtain the result.
Returning to our special case of projective spaces recall that $G_{k}$ denotes the space of $k$-linear subspaces of $P\left(\mathbb{R}^{l}\right)$.

Theorem 4.8. Let $M \subset P\left(\mathbb{R}^{l}\right)$ be an $m$-submanifold. Then

$$
\operatorname{Vol} M=\frac{\operatorname{Vol} P\left(\mathbb{R}^{m+1}\right)}{\operatorname{Vol} P\left(\mathbb{R}^{m+k-l+2}\right)} \frac{1}{\operatorname{Vol} G_{k}} \int_{L \in G_{k}} \operatorname{Vol}(L \cap M) .
$$

Proof. It suffices to prove that

$$
\frac{c}{\operatorname{Vol} W_{0}}=\frac{\operatorname{Vol} P\left(\mathbb{R}^{m+1}\right)}{\operatorname{Vol} P\left(\mathbb{R}^{m+k-l+2}\right)} \frac{1}{\operatorname{Vol} G_{k}} .
$$

Apply Theorem 4.7 to $M=P\left(\mathbb{R}^{m+1}\right)$. So

$$
\operatorname{Vol} P\left(\mathbb{R}^{m+1}\right)=\frac{c}{\operatorname{Vol} W_{0}} \int_{L \in G_{k}} \operatorname{Vol}\left(L \cap P\left(\mathbb{R}^{m+1}\right)\right) .
$$

The theorem follows, noting that $\operatorname{Vol}\left(L \cap P\left(\mathbb{R}^{m+1}\right)\right)=\operatorname{Vol} P\left(\mathbb{R}^{m+k-l+2}\right)$.
Proof of Theorem 4.1. Let $M_{\mathbb{C}} \subset P\left(\mathbb{C}^{l}\right)$ be the complexification of $M \subset P\left(\mathbb{R}^{l}\right)$ of the theorem. So $M=M_{C} \cap P\left(\mathbb{R}^{l}\right), P\left(\mathbb{R}^{l}\right) \subset P\left(\mathbb{C}^{l}\right)$. The real dimension of $M$ is less than or equal to $m$ and we suppose that it is $m$. The generic $(l-m-1)$ linear subspace in $P\left(\mathbb{R}^{l}\right)$ meets $M$ transversally and in at most $\delta$ points since its complexification can meet $M_{\mathbb{C}}$ in at most $\delta$ points of transversal intersection. Thus

$$
\int_{L \in G_{l-m, 1}} \operatorname{Vol}(L \cap M) \leqslant \delta \operatorname{Vol}\left(G_{l-m-1}\right) .
$$

Since $\operatorname{Vol} P\left(\mathbb{R}^{1}\right)=1$, and we are finished by Theorem 4.8.
Proof of Theorem 4.2. Real projective $2 n+1$ space $P\left(\mathbb{R}^{2(n+1)}\right)$ fibers over $P\left(\mathbb{C}^{n+1}\right)$ with $S^{1}$ fibres, by the isometric action of the unit complex numbers $\bmod \pm 1$. Let

$$
q: P\left(\mathbb{R}^{2(n+1)}\right) \rightarrow P\left(\mathbb{C}^{n+1}\right)
$$

be this fibration. Denote by $A, q^{-1}(B)$, where $B$ is as in Theorem 4.2. Note that $A$ is a surface.

Lemma 4.9. (a) The length of $B$ equals $(1 / \pi)$ Area $A$.
(b) A generic $(2 n-1)$ linear subspace of $P\left(\mathbb{R}^{2(n+1)}\right)$ meets $A$ in at most $\mathscr{T}^{2}$ points.

Proof of Theorem 4.2 (continued). We first show that Theorem 4.2 follows from Lemma 4.9.

We use Theorem 4.8 just as in the proof of Theorem 4.1. Thus,

$$
\text { Area } A \leqslant \mathscr{D}^{2} \frac{\operatorname{Vol} P\left(\mathbb{R}^{3}\right)}{\operatorname{Vol} P\left(\mathbb{R}^{1}\right)} \leqslant \operatorname{Vol} P\left(\mathbb{R}^{3}\right) \mathscr{D}^{2}
$$

and so length $B \leqslant\left(\operatorname{Vol} P\left(\mathbb{R}^{3}\right) / \pi\right) D^{2}$ proving Theorem 4.2.

So it remains to prove Lemma 4.9. Part (a) of Lemma 4.9 is again a (rather simple) case of the coarea formula. Now consider (b). The idea is to lift the setting to $P\left(\mathbb{R}^{2 n+2}\right)$ and then complexity.

Observe that $L \subset P\left(\mathscr{H}_{(d)}\right)$, so $\hat{\pi}_{1}^{-1} L \subset L \times P\left(\mathbb{C}^{n+1}\right) \subset P\left(\mathscr{H}_{(d)}\right) \times P\left(\mathbb{C}^{n+1}\right)$ and of course $\hat{\pi}_{1}^{-1} L \subset \hat{V}$.

The following diagram helps:

$$
\begin{array}{cc}
q_{*}^{-1} \hat{\pi}_{1}^{-1}(L) & =\left(L \times P\left(\mathbb{R}^{2 n+2}\right)\right) \cap \hat{\hat{V}} \xrightarrow{\hat{\bar{\pi}}_{2}} P\left(\mathbb{R}^{2 n+2}\right) \\
\downarrow & \downarrow q_{*} \\
\hat{\pi}_{1}^{-1}(L) & =\left(L \times P\left(\mathbb{C}^{n+1}\right)\right) \cap \hat{V} \xrightarrow{\hat{\pi}_{2}} P\left(\mathbb{C}^{n+1}\right)
\end{array}
$$

Here $q_{*}: L \times P\left(\mathbb{R}^{2 n+2}\right) \rightarrow L \times P\left(\mathbb{C}^{n+1}\right)$ is induced by $q$ and $\hat{\hat{V}}=q_{*}^{-1}(\hat{V})$. Thus $A=\hat{\pi}_{2} q_{*}^{-1} \hat{\pi}_{1}^{-1} L$.

Now $L$ may be described as $t g_{1}+(s-t) g_{2}$ for particular $g_{1}, g_{2} \in \mathscr{H}_{(d)}, t, s \in \mathbb{R}$ and thus $L$ may be identified with $P\left(\mathbb{R}^{2}\right) \subset P\left(\mathbb{C}^{2}\right)$. Then $q_{*}^{-1} \hat{\pi}_{1}^{-1} L=X$ may be defined by the $2 n$ real homogeneous equations

$$
\begin{aligned}
& t \operatorname{Re} f+(s-t) \operatorname{Re} g=0, \\
& t \operatorname{Im} f+(s-t) \operatorname{Im} g=0 .
\end{aligned}
$$

These equations are homogeneous of degree 1 in $(s, t)$ and $\left(d_{1}, \ldots, d_{n}\right)$ in $\left(x_{j}, y_{j}\right)$ where $z_{j}=x_{j}+\sqrt{-1} y_{j}$. Complexifiying these equations in $s, t, x_{j}, y_{j}$, we obtain a variety $X_{\mathbb{C}}$ in $P\left(\mathbb{C}^{2}\right) \times P\left(\mathbb{C}^{2(n+1)}\right)$. The generic $2 n-1$ linear subspace $K \subset P\left(\mathbb{R}^{2 n+2}\right)$ has the property that the complexification $P\left(\mathbb{C}^{2}\right) \times K_{\mathbb{C}}$ meets $X_{\mathbb{C}}$ in at most $\mathscr{D}^{2}$ points of transversal intersections (via elementary intersection theory).

This yields the upper bound $\mathscr{D}^{2}$ for the number of real intersection points, finishing the proof of the Lemma 4.9 (and hence Theorem 4.2).

## 5. Some approximate zero Theory

In this section we do some of the $\alpha$-theory and approximate zero theory of [15] and [11] in the projective Newton setting. See also [6].

We take a slightly different perspective than [11], but still relying on it in part. In this account we do not attempt to get the best constants.

Let $f: \mathbb{C}^{n+1} \rightarrow \mathbb{C}^{n}, f=\left(f_{1}, \ldots, f_{n}\right)$, where $f_{i}$ is analytic and homogeneous of degree $d_{i}$, e.g. $f \in \mathscr{H}_{(d)}$.

Recall that the projective Newton method is a map $N_{f}: \mathbb{C}^{n+1} \rightarrow \mathbb{C}^{n+1}$, defined by

$$
X \rightarrow X-\left(\left.D f(x)\right|_{\text {Null }_{x}}\right)^{-1} f(x)
$$

and an induced map $N_{f}: P\left(\mathbb{C}^{n+1}\right) \rightarrow P\left(\mathbb{C}^{n+1}\right)$ which we have denoted by the same letter. We also sometimes identify $x$ and its equivalence class in $P\left(\mathbb{C}^{n+1}\right)$. Also $N_{f}$ is obviously not defined everywhere, so the above represents a certain abuse of notation.

A point $x \in \mathbb{C}^{n+1}$ or $P\left(\mathbb{C}^{n+1}\right)$ will be called an approximate zero ${ }^{2}$ for $f$ if the sequence $x_{i}$ defined by $x=x_{0}$ and $N_{f}\left(x_{i}\right)=x_{i+1}$ is defined for all natural numbers $i$, and there is a zero $\zeta$ of $f$ such that $d_{\mathrm{R}}\left(x_{i}, \zeta\right) \leqslant\left(\frac{1}{2}\right)^{2^{\prime}-1} d_{\mathrm{R}}\left(x_{0}, \zeta\right)$. Here $d_{\mathrm{R}}$ is the Riemannian distance in $P\left(\mathbb{C}^{n+1}\right)$ and $\zeta$ is the associated zero of $x$, i.e. $\zeta=\lim x_{i}$.

The next theorems are devoted to giving criteria for a point to be an approximate zero in terms of invariants $\alpha, \beta_{0}, \gamma_{0}$ and the distance function $d_{\mathrm{R}}$.

$$
\begin{aligned}
& \beta_{v}(f, x)=\frac{1}{\|x\|}\left\|\left(\left.D f(x)\right|_{\text {Nu\| }}\right)^{-1} f(x)\right\|, \\
& \gamma_{0}(f, x)=\sup _{k \geqslant 2}\left(\frac{1}{k!}\left\|\left(\left.D f(x)\right|_{\text {Null } x}\right)^{-1} D^{k} f(x)\right\|\right)^{1 /(k-1)}\|x\|, \\
& \alpha(f, x)-\beta_{0}(f, x) \gamma_{0}(f, x),
\end{aligned}
$$

where $\beta_{0}, \gamma_{0}, \alpha$ are taken as infinite if $\left(\left.D f(x)\right|_{\text {Null }}\right)^{-1}$ does not exist
Note. We have not restricted $D^{k} f(x)$ to Null $x$ as in [11]. This change does not effect the theorems of [11]; they still hold with this $\gamma_{0}$.

If $\zeta$ is a simple zero of $f$, i.e. $\left(\left.D f(\zeta)\right|_{\text {Null }} \zeta\right)^{-1}$ exists, then $\zeta$ is a fixed point of $N_{f}$. We begin by showing that $N_{f}$ contracts discs of a certain size in $P\left(\mathbb{C}^{n+1}\right)$, centered at $\zeta$, towards $\zeta$.

Theorem 5.1. There are constants $c>0$ and $\hat{u}_{*}>0$ such that given $f$ as above, and $x, \zeta \in P\left(\mathbb{C}^{n+1}\right)$ with

$$
\begin{aligned}
& f(\zeta)=0, \\
& d_{\mathrm{R}}(x, \zeta) \leqslant 1, \\
& d_{\mathrm{R}}(x, \zeta) \gamma_{0}(f, \zeta) \leqslant \hat{u}_{*},
\end{aligned}
$$

then $\left\|D N_{f}(x)\right\|<c d_{\mathrm{R}}(x, \zeta) \gamma_{0}(f, \zeta)$. Here $D N_{f}(x): T_{x} P\left(\mathbb{C}^{n+1}\right) \rightarrow T_{N_{f}(x)} P\left(\mathbb{C}^{n+1}\right)$ is the derivative.

Remark. Theorem 5.1 is sharper if we maximize $\hat{u}_{*}$ and minimize $c$. In any case in the sequel we assume $\hat{u}_{*} \leqslant 1 / 2 c$.

[^1]Let $B_{r}(x)$ denote the closed ball of radius $r$ around $x$.
Corollary 5.2. If $r<\min \left(1, \hat{u}_{*} / \gamma_{0}(f, \zeta)\right)$, then $N_{f}: B_{r}(\zeta) \rightarrow P\left(\mathbb{C}^{n+1}\right)$ is well defined and $N_{f}\left(B_{r}(\zeta)\right) \subset B_{r}(\zeta)$. It is a contraction with contraction constant cr $\gamma_{0}(f, \zeta)$, so $N_{f}\left(B_{r}(\zeta)\right) \subset B_{r^{\prime}}(\zeta), r^{\prime}=c r^{2} \gamma_{0}(f, \zeta)$.

Proof. Observe that $B_{r}(\zeta)$ is convex. By Theorem 5.1 the length of the image of a curve of length $L$ in $B_{r}(\zeta)$ is at most $c r \gamma_{0}(f, \zeta) L$. This establishes the assertions on the contraction constant. Applying the contraction estimate to the straight lines from $\zeta$ to $x, x \in B_{r}(\zeta)$, shows that $N_{f}\left(B_{r}(\zeta)\right) \subset B_{r^{\prime}}(\zeta), r^{\prime}=c r^{2} \gamma_{0}(f, \zeta)$. As $c r \gamma_{0}(f, \zeta)<1, N_{f}$ is indeed a contraction and $N_{f}\left(B_{r}(\zeta)\right) \subset B_{r}(\zeta)$.

Contraction mappings have a convenient property, which we pause to record.
Let $X$ be a complete metric space with metric $d, \phi: X \rightarrow X$ a contraction map with contraction constant $k$ and unique fixed point $p$.

Proposition 5.3. Let $\phi, X, p, k$ be as above. Then for any $x \in X$

$$
\frac{1}{1+k} d(x, \phi(x)) \leqslant d(x, p) \leqslant \frac{1}{1-k} d(x, \phi(x)) .
$$

Proof. Both inequalities are standard. We prove only the left-hand one:

$$
d(x, \phi(x)) \leqslant d(x, p)+d(\phi(x), p) \leqslant(1+k) d(x, p) .
$$

Corollary 5.4. If $f(\zeta)=0, d_{\mathrm{R}}(x, \zeta)<1$ and $d_{\mathrm{R}}(x, \zeta) \gamma_{0}(f, \zeta)<\hat{u}_{*}$. Then $x$ is an approximate zero of $f$ with associated zero $\zeta$.

Proof. By Corollary 5.2.

$$
d_{\mathbf{R}}\left(N_{f}(x), \zeta\right) \leqslant c d_{\mathbf{R}}(x, \zeta)^{2} \gamma_{0}(f, \zeta)
$$

and by induction

$$
d_{\mathbf{R}}\left(N_{f}^{k}(x), \zeta\right) \leqslant\left(c d_{\mathbf{R}}(x, \zeta) \gamma_{0}(f, \zeta)\right)^{2 k-1} d_{\mathbf{R}}(x, \zeta) .
$$

Since $\hat{u}_{*} \leqslant 1 / 2 c, c d_{\mathbf{R}}(x, \zeta) \gamma_{0}(f, \zeta) \leqslant \frac{1}{2}$.
Theorem 5.1 follows immediately from the next two propositions which are of independent interest.

Proposition 5.5. Let $f$ be as above. For $x \in P\left(\mathbb{C}^{n+1}\right)$

$$
\left\|D N_{f}(x)\right\| \leqslant 2 \alpha(f, x)
$$

Proof. Let

$$
\begin{aligned}
& E_{x}=x+\operatorname{Null} x, \\
& E_{N_{f}(x)}=N_{f}(x)+\operatorname{Null} N_{f}(x) .
\end{aligned}
$$

We use $E_{x}$ and $E_{N_{f}(x)}$ as charts for $P\left(\mathbb{C}^{n+1}\right)$ at $x$ and $N_{f}(x)$, respectively, in the obvious way.

Let $v \in \operatorname{Null} x$.

$$
D N_{f}(x)(v)=\left.\pi\left(\left.D f(x)\right|_{\text {Null } x}\right)^{-1} D_{x} D f(x)\right|_{\text {Null } x}(v)\left(\left.D f(x)\right|_{\text {Null } x}\right)^{-1} f(x),
$$

where $\pi$ is the orthogonal projection onto the null space of $N_{f}(x)$.
Thus $\left\|D N_{f}(x) v\right\|_{C^{n+1}} \leqslant 2 \gamma(f, x) \beta(f, x)\|v\|_{C^{n+1}}$. Recall that $N_{f}(x) \in x+\operatorname{Null} x$ so $\left\|N_{f}(x)\right\|_{C^{n+1}} \geqslant\|x\|_{C^{n+1}}$.

Now

$$
\begin{aligned}
\left\|D N_{f}(x) v\right\|_{T_{N_{f}(x)} P\left(\mathbb{C}^{n-1}\right)} & =\frac{\left\|D N_{f}(x) v\right\|_{\mathbb{C}^{n+1}}}{\left\|N_{f}(x)\right\| \mathbb{C}^{n+1}} \\
& \leqslant \frac{\left\|D N_{f}(x) v\right\|_{\mathbb{C}^{n+1}}}{\|x\|_{\mathbb{C}^{n+1}}} \leqslant 2 \alpha(f, x) \frac{\|v\|_{\mathbb{C}^{n+1}}}{\|x\|_{\mathbb{C}^{n+1}}} \\
& =2 \alpha(f, x)\|v\|_{T_{x} P\left(\mathbb{C}^{n+1}\right)} .
\end{aligned}
$$

For the next proposition we use a simple geometry lemma.
Lemma 5.6. Let $x, y \in \mathbb{C}^{n+1}-\{0\}$. If $\mathrm{d}_{\mathrm{R}}(x, y)<1$ in $P\left(\mathbb{C}^{n+1}\right)$ then $x \in \lambda y+$ Null $\lambda y$ for some $\lambda$ and $\|x-\lambda y\| /\|\lambda y\|=\tan d_{\mathrm{R}}(x, y)$.

Proof. $\|x-\lambda y\| /\|x\|=\sin d_{\mathbf{R}}(x, y)$ by Proposition 4, Section 1 of [17]. So $\|x-\lambda y\| /\|\lambda y\|=\tan d_{\mathrm{R}}(x, y)$.

Proposition 5.7. There exist constants $c>0, \hat{u}_{*}>0$ such that, if

$$
d_{\mathrm{R}}(x, \zeta)<1
$$

and

$$
d_{\mathrm{R}}(x, \zeta) \gamma_{0}(f, \zeta)<\hat{u}_{*} .
$$

Then $2 \alpha(f, x)<c d_{\mathrm{R}}(x, \zeta) \gamma_{0}(f, \zeta)$.
Proof. It follows from the lemma that

$$
d_{\mathbf{R}}(x, \zeta) \leqslant \frac{\|x-\lambda \zeta\|}{\|\lambda \zeta\|} \leqslant \tan (1) d_{\mathrm{R}}(x, \zeta),
$$

where $x \in \lambda \zeta+$ Null $\lambda \zeta$. Also, $\gamma_{0}(f, \lambda \zeta)=\gamma_{0}(f, \zeta)$ so

$$
d_{\mathbf{R}}(x, \zeta) \gamma_{0}(f, \zeta) \quad \text { and } \quad u=\frac{\|x-\lambda \zeta\|}{\|\lambda \zeta\|} \gamma_{0}(f, g)
$$

also differ at most by a multiple of $\tan (1)$.

Now apply Proposition 2, Section III-2 of [11] to conclude that $2 \alpha(f, x)<$ $2\left(\kappa^{2} u / \psi(u)^{2}\right) ; \kappa=\kappa(u)$ and $\psi(u)$ are close to one for $u$ small so we are done. Here we have been using the notation of [11].

Next we prove a version of the $\alpha$-theorem.
Definition 5.8. Let $\hat{\gamma}_{0}(f, x)=\max \left(\gamma_{0}(f, x), 1\right)$ and $\hat{\alpha}(f, x)=\hat{\gamma}_{0}(f, x) \beta_{0}(f, x)$.
Theorem 5.9. (Projective $\alpha$-theorem). There is an $\hat{\alpha}_{\text {proj }}>0$ such that if $\hat{\alpha}(f, x)<\hat{\alpha}_{\text {proj }}$ then $x$ is an approximate zero of $f$.

Compare this to [6].
In fact, we will prove a little more.
Proposition 5.10. There are constants $\alpha_{*}>0, c>0$ such that if $\alpha(f, x)<\alpha_{*}$ then there is a zero $\zeta$ of $f$ and $d_{\mathrm{R}}(x, \zeta) \gamma_{0}(f, \zeta)<c \alpha(f, x)$

First we prove Theorem 5.9 from Proposition 5.10.

Proof of Theorem 5.9. Just let $\hat{\alpha}_{\text {proj }}=\min \left(\alpha_{*}, u_{*} / c\right)$ and apply Proposition 5.10 and Corollary 5.4.

Proof of Proposition 5.10. By the Domination Theorem (following the notation of that theorem) (Theorem 2, Section I-2 of [11] for $\alpha(f, x)<\alpha_{0}$ there is a zero $\zeta$ of $f$ in $E_{x}=x+$ Null $x$ such that

$$
\|x-\zeta\|<\frac{\tau(\alpha(f, x))}{\gamma(f, x)} .
$$

Thus,

$$
\begin{equation*}
\frac{\|x-\zeta\|}{\|x\|} \gamma_{0}(f, x)<\tau(\alpha(f, x)) . \tag{*}
\end{equation*}
$$

Now if $\hat{\alpha}(f, x)$ is small so is $\beta_{0}(f, x)$ and so is $\|x-\zeta\| /\|x\|$ by the Domination Theorem again. Thus $\|x-\zeta\| /\|x\|$ and $d_{\mathrm{R}}(x, \zeta)$ differ by a multiplicative constant close to one and $d_{\mathrm{R}}(x, \zeta)$ is also small. Since $\zeta$ is a zero, $\operatorname{ker} \operatorname{Df}(\zeta)^{-1}=\operatorname{Null}(\zeta)$ and

$$
\left\|\left.\left(\left.D f(\zeta)\right|_{\text {Null } \zeta}\right)^{-1} D f(\zeta)\right|_{\text {Nul1 } x}\right\| \leqslant 1
$$

Hence in Proposition 2, Section III-2 of [11], $\kappa$ may be taken as 1 and

$$
\gamma_{0}(f, \zeta) \leqslant \frac{\gamma_{0}(f, x)}{\psi(\tau(\alpha(f, x))(1-\tau(\alpha(f, x))))} .
$$

Substituting in (*)

$$
d_{\mathrm{R}}(x, \zeta) \gamma_{0}(f, \zeta) \leqslant c \alpha(f, x)
$$

for $\alpha(f, x)$ small enough. Finally, $\alpha(f, x)<\hat{\alpha}(f, x)$ so if $\hat{\alpha}_{\text {proj }}$ is small enough we are done.

## 6. The homotopy

The goal of this section is to give the proof of Theorem 6.1 below.
Throughout this section we suppose that $\left(f_{t}, \zeta_{t}\right)$ is a curve in $\hat{V}-\hat{\Sigma}^{\prime}, 0 \leqslant t \leqslant 1$. Except for Proposition 6.2 and Lemma 6.3, we assume moreover that $f_{t}$ can be represented as $f_{t}=t f+(1-t) g$ for some $\left.f, g \in S\left(\mathscr{H}_{(d)}\right)\right)$. Let $\hat{\gamma}$ be an upper bound for 1 and $\gamma_{0}\left(f, \zeta_{t}\right), 0 \leqslant t \leqslant 1$.

Theorem 6.1. With $f_{1}$ as above, there is a partition

$$
t_{0}=0, \quad t_{i}<t_{i+1}, \quad t_{k}=1
$$

with

$$
x_{0}=\zeta_{0}, \quad x_{i}=N_{f_{i}}\left(x_{i-1}\right), \quad i=1, \ldots, k
$$

well-defined for each $i$ and $x_{i}$ is an approximate zero of $f_{t_{i}}$, with associated zero $\zeta_{t_{i}}$. Also

$$
k \leqslant c \mu_{(g, 5)}(f)\left(1+D^{3 / 2} L\right)
$$

where $L$ is the length of the curve $\zeta_{t}$. Moreover, (as we will see) $t_{i}$ can be easily calculated at $t_{i-1}$.

Recall that $N_{f_{t}}$ is given by projective Newton's method.
Towards the proof we have the following proposition.
Proposition 6.2. There exist universal constants $\alpha^{*}, u^{*}$ with the following property. Suppose

$$
t, t+\Delta t \in[0,1], \quad x_{t} \in P\left(\mathbb{C}^{n+1}\right)
$$

satisfy:

$$
\begin{aligned}
& \hat{\gamma} d_{\mathrm{R}}\left(x_{t}, \zeta_{t}\right) \leqslant u^{*}, \\
& \hat{\gamma} \beta_{0}\left(f_{t^{\prime}}, x_{t}\right) \leqslant \alpha^{*} \quad \text { for all } t^{\prime} \in[t, t+\Delta t],
\end{aligned}
$$

then for all $t^{\prime} \in[t, t+\Delta t], \hat{\gamma} d_{\mathbb{R}}\left(x^{\prime}, \zeta_{t}\right) \leqslant u^{*}$, where $x^{\prime}=N_{f_{r}}\left(x_{t}\right)$ and $x_{t}$ is an approximate zero of $f_{t^{\prime}}$ with associated zero $\zeta_{t}$.

Moreover, given any positive constant $K$ we may take $u^{*} \leqslant K \alpha^{*}$. In fact, $K=1 / 48$ in what follows.

Proof. As long as $\alpha^{*}<\hat{\alpha}_{\text {proj }}, x_{t}$ is an approximate zero for $f_{t^{\prime}}$ from Theorem 5.9. That $\zeta_{t}$ is the associated zero is a simple continuity argument. As usual there is a constant $K_{1}$ close to one such that,

$$
d_{\mathbf{R}}\left(N_{f_{r}}\left(x_{t}\right), x_{t}\right) \leqslant K_{1} \beta_{0}\left(f_{t^{\prime}}, x_{t}\right) \leqslant K_{1} \alpha^{*} / \hat{\gamma}
$$

So from Proposition 5.3,

$$
d_{\mathrm{R}}\left(x_{t}, \zeta_{t}\right) \leqslant 2 K_{1} \alpha^{*} / \hat{\gamma}
$$

and by Corollary 5.2

$$
d_{\mathrm{R}}\left(N_{f_{t}}\left(x_{t}\right), \zeta_{t^{\prime}}\right) \leqslant c\left(\frac{2 K_{1} \alpha^{*}}{\hat{\gamma}}\right)^{2} \hat{\gamma}=\frac{\left(2 K_{1} \alpha^{*}\right)^{2} c}{\hat{\gamma}}
$$

$c$ the constant of Corollary 5.3.
Choose $\alpha^{*}, u^{*}$ so that $2 K_{1}^{2} c\left(\alpha^{*}\right)^{2}<u^{*}$ and $u^{*}<K \alpha^{*}$.
Lemma 6.3. There are universal constants $K>0, u_{* *}>0$ with the following property. If $f \in P\left(\mathscr{H}_{(d)}\right), f(\zeta)=0$ and

$$
\begin{aligned}
& d_{\mathrm{R}}(x, \zeta) \gamma_{0}(f, \zeta) \leqslant u_{* *}, \\
& d_{\mathrm{R}}(x, \zeta) \leqslant 1 / D,
\end{aligned}
$$

then $\mu_{\text {norm }}(f, x) \leqslant K \mu_{\text {norm }}(f, \zeta)$.
For the proof we may take $x \in \zeta+$ Null $\zeta$,
Following [11] and the notation there,

$$
\begin{aligned}
\mu_{\text {norm }}(f, x)= & \|f\|\left\|\left(\left.D f(x)\right|_{\text {Null } x}\right)^{-1} \Delta\left(d_{i}^{1 / 2}\right) \Delta\left(\|x\|^{d_{i}}\right)\right\| \\
\leqslant & \|f\|\left\|\left.\left(\left.D f(x)\right|_{\text {Null } x}\right)^{-1} D f(x)\right|_{\text {Null } \zeta}\right\|\left\|\left.\left(\left.D f(x)\right|_{\text {Null }}\right)^{-1} D f(\zeta)\right|_{\text {Null } \zeta}\right\| \\
& \left\|\left(\left.D f(\zeta)\right|_{\text {Null }}\right)^{-1} \Delta\left(d_{i}^{1 / 2}\right) \Delta\left(\|\zeta\|^{d_{i}}\right)\right\|\left\|\Delta\left(\left(\frac{\|x\|}{\|\zeta\|}\right)^{d_{i}}\right)\right\| \\
= & \mu_{\text {norm }}(f, \zeta)\left\|\left.\left(\left.D f(x)\right|_{\text {Null }}\right)^{-1} D f(x)\right|_{\text {Null }}\right\| \\
& \times\left\|\left.\left(\left.D f(x)\right|_{\text {Null }}\right)^{-1} D f(\zeta)\right|_{\text {Null }}\right\| \\
& \left\|\Delta\left(\left(\frac{\|x\|}{\|\zeta\|}\right)^{d_{i}}\right)\right\| .
\end{aligned}
$$

Let $r_{0}=\|x-\zeta\| /\|\zeta\|$ and $u=r_{0} \gamma_{0}(f, \zeta)$ so $r_{0}$ and $d_{\mathrm{R}}(x, \zeta)$ differ by a multiplicative constant close to 1 , and the same for $u$ and $d_{\mathbf{R}}(x, \zeta) \gamma_{0}(f, g)$.

By Proposition 1, Section III-2 of [11]

$$
\left\|\left.\left(\left.D f(x)\right|_{\mathrm{Null} x}\right)^{-1} D f(x)\right|_{\mathrm{Null} 5}\right\| \leqslant \frac{\left(1+r_{0}^{2}\right)^{1 / 2}}{1-r_{0}\left(\frac{(2-u) u}{\psi(u)}\right)}
$$

By Lemma 3(2), Section II-1 of [11]

$$
\left\|\left.\left(\left.D f(x)\right|_{\text {Null } \zeta}\right)^{-1} D f(\zeta)\right|_{\text {Null } \zeta}\right\| \leqslant \frac{(1-u)^{2}}{\psi(u)}
$$

and these quantities are both bounded as soon as $d_{\mathrm{R}}(x, \zeta) \gamma_{0}(f, g)$ is small cnough.
Finally

$$
\frac{\|x\|}{\|\zeta\|}=\left(1+r_{0}^{2}\right)^{1 / 2} \leqslant\left(1+\left(\frac{K_{1}}{D}\right)^{2}\right)^{1 / 2} \text { for } K_{1} \text { near } 1
$$

so $(\|x\| /\|\zeta\|)^{d_{i}}$ is also bounded and we are done.
Now let

$$
\begin{aligned}
& W_{t}=\left\|\left(\left.D f_{t}\left(x_{t}\right)\right|_{\text {Null } x_{t}}\right)^{-1}\left((f-g)\left(x_{t}\right)\right)\right\|, \\
& \left.B_{t}=\|\left(\left.D f_{t}\left(x_{t}\right)\right|_{\text {Null } x_{t}}\right)^{-1} D(f-g)\left(x_{t}\right)\right) \| .
\end{aligned}
$$

Proposition 6.4. (a) $B_{t} \leqslant 2 \mu_{\text {norm }}\left(f_{t}, x_{t}\right)$.
(b) $\beta^{-} \leqslant \beta_{0}\left(f_{t^{\prime}}, x_{t}\right) \leqslant \beta^{+}$,
where

$$
\beta^{ \pm}=\frac{\Delta t W_{t}+\beta_{0}\left(f_{t}, x_{t}\right)}{1 T \Delta t B_{t}}, \quad \Delta t=\left|t^{\prime}-t\right|
$$

as long as $\Delta t \leqslant 1 / B_{t}$.
Proof. We may assume $\left\|x_{t}\right\|=1$. Then

$$
\begin{aligned}
B_{t} & \leqslant\left\|\left(\left.D f_{t}\left(x_{t}\right)\right|_{\text {Null } x_{t}}\right)^{-1}\right\|\left\|D(f-g)\left(x_{t}\right)\right\| \\
& \leqslant \mu\left(f_{t}, x_{t}\right)\left(\left\|D f\left(x_{t}\right)\right\|+\left\|D g\left(x_{t}\right)\right\|\right) \\
& \leqslant 2 \mu\left(f_{t}, x_{t}\right)
\end{aligned}
$$

using Proposition 2, Section III-1 of [11]. Finally,

$$
\mu\left(f_{t}, x_{t}\right) \leqslant \mu_{\text {norm }}\left(f_{t}, x_{t}\right)
$$

proving (a).
Since

$$
\beta_{0}\left(f_{t^{\prime}}, x_{t}\right)=\left\|\left(t^{\prime}-t\right)\left(\left.D f_{t^{\prime}}\left(x_{t}\right)\right|_{\text {Null } x_{t}}\right)^{-1}(f-g)\left(x_{t}\right)+\left(\left.D f_{t^{\prime}}\left(x_{t}\right)\right|_{\text {Null } x_{t}}\right)^{-1} f\left(x_{t}\right)\right\|
$$

Proposition 6.4(b) follows from the following lemma.

## Lemma 6.5.

(a) $\left\|\left.\left(\left.D f_{f^{\prime}}\left(x_{t}\right)\right|_{\text {Null } x_{t}}\right)^{-1} D f_{t}\left(x_{t}\right)\right|_{\text {Null } x_{t}}\right\| \leqslant \frac{1}{1-\left|t^{\prime}-t\right|\left\|B_{t}\right\|}$.
(b) $\left\|\left.\left(\left.D f_{t^{\prime}}\left(x_{t}\right)\right|_{\text {Null } x_{t}}\right)^{-1} D f_{t}\left(x_{t}\right)\right|_{\text {Null } x_{t}}\right\|_{\text {min }} \geqslant \frac{1}{1+\left|t^{\prime}-t\right|\left\|B_{t}\right\|}$.

## Proof.

$$
\left.D f_{c^{\prime}}\left(x_{t}\right)\right|_{\text {Null } x_{t}}=\left.D f_{t}\left(x_{t}\right)\right|_{\text {Null } x_{t}}+\left.\left(t^{\prime}-t\right) D(f-g)\left(x_{t}\right)\right|_{\text {Null } x_{t}},
$$

so

$$
\left(\left.D f_{t}\left(x_{t}\right)\right|_{\text {Null } x_{t}}\right)^{-1} D f_{t^{\prime}}\left(x_{t}\right)=I+\left(t^{\prime}-t\right)\left(\left.D f_{t}\left(x_{t}\right)\right|_{\text {Null } x_{t}}\right)^{-1} D(f-g)\left(x_{t}\right) .
$$

Now the minimum norm

$$
\begin{aligned}
\left\|\left.\left(\left.D f_{t^{\prime}}\left(x_{t}\right)\right|_{\text {Null } x_{t}}\right)^{-1} D f_{t}\left(x_{t}\right)\right|_{\text {Null } x_{t}}\right\|_{\text {min }} & =\frac{1}{\left\|\left.\left(\left.D f_{t}\left(x_{t}\right)\right|_{\text {Null } x_{t}}\right)^{-1} D f_{t^{\prime}}\left(x_{t}\right)\right|_{\text {Null } x_{t}}\right\|} \\
& \geqslant \frac{1}{1+\left|t^{\prime}-t\right| B_{t}},
\end{aligned}
$$

which proves Lemma 6.5(b). Part (a) follows from the additional fact that if $\left\|I-A^{-1} B\right\|<c<1$ then $\left\|B^{-1} A\right\|<1 /(1-c)$.

Define

$$
\hat{\mu}=\mu_{g, \xi}(f)=\max _{t} \mu_{\text {norm }}\left(f_{t}, \zeta_{t}\right) .
$$

Choose $\hat{\gamma}=D^{3 / 2} \hat{\mu}$. This is permissible by Proposition 3, Section I-3 of [11]. Set $\alpha^{* *}=\min \left(\alpha^{*}, u^{* *}\right), \alpha^{*}, u^{* *}$ of Proposition 6.2, Lemma 6.3, respectively. Also $\Delta t=\left|t^{\prime}-t\right|$.

Proposition 6.6. With notation as above, there exists a universal constant cas follows. Given $t$ with

$$
\hat{\gamma} d_{\mathbf{R}}\left(x_{t}, \zeta_{t}\right) \leqslant u^{*},
$$

then there is a $\Delta t$ such that

$$
\beta^{+}(\Delta t) \leqslant \alpha^{* *} / \hat{\gamma}
$$

and

$$
\Delta t \geqslant \frac{c}{\hat{\mu}} \text { or else } d_{\mathrm{R}}\left(\zeta_{t}, \zeta_{t+\Delta t}\right) \geqslant c \alpha^{* *} / \gamma .
$$

In fact $\Delta t$ is easily computed as will be seen. Also there is an obvious adjustment to make in case $t+\Delta t>1$.

Proof. If

$$
\left.\beta^{+}\right|_{\Delta t=1 / 2 \beta_{t}} \leqslant \alpha^{* *} / \hat{\gamma}
$$

let $\Delta t=1 / 2 B_{t}$. Then by Proposition 6.4,

$$
\beta\left(f_{t^{\prime}}, x_{t}\right) \leqslant \alpha^{* *} / \hat{\gamma} .
$$

Moreover by the same proposition, $B_{t} \leqslant 2 \mu_{\text {norm }}\left(f_{t}, x_{t}\right)$. Then by Lemma 6.3 we obtain

$$
\Delta t=\frac{1}{2 B_{t}} \geqslant \frac{1}{4 \mu_{\text {norm }}\left(f_{t}, x_{t}\right)} \geqslant \frac{1}{4 K \mu_{\text {norm }}\left(f_{t}, \zeta_{t}\right)} .
$$

Otherwise let $\Delta t$ be the solution of

$$
\beta^{+}(\Delta t)=\alpha^{* *} / \hat{\gamma} .
$$

Then $\Delta t \leqslant 1 / 2 B_{t}$ and it only remains to show that

$$
d_{\mathbf{R}}\left(\zeta_{t}, \zeta_{t^{\prime}}\right) \geqslant c \alpha^{* *} / \hat{\gamma}
$$

Lemma 6.7. Under the conditions of Proposition 6.6,
(a) $\quad d_{\mathrm{R}}\left(x_{t}, \zeta_{t}\right), d_{\mathrm{R}}\left(x_{t^{\prime}}, \zeta_{t^{\prime}}\right) \leqslant \frac{1}{48} \frac{\alpha^{* *}}{\hat{\gamma}}$,
(b) $\quad \beta_{0}\left(f_{t}, x_{t}\right) \leqslant \frac{1}{8} \frac{\alpha^{* *}}{\hat{\gamma}}$,
(c) $\quad \beta^{-}(\Delta t) \geqslant \frac{1}{6} \frac{\alpha^{* *}}{\hat{\gamma}}$,
(d) $\quad d_{\mathrm{R}}\left(x_{t}, x_{t^{\prime}}\right) \geqslant \frac{1}{12} \frac{\alpha^{* *}}{\hat{\gamma}}$,
(e) $\quad d_{R}\left(\zeta_{t}, \zeta_{t}\right) \geqslant \frac{1}{24} \frac{\alpha^{* *}}{\hat{\gamma}}$.

Proof. Since (e) gives our proof of Proposition 6.6 it only remains to prove Lemma 6.7. The first part of (a) is in the hypothesis and since (Proposition 6.4)

$$
\beta_{0}\left(f_{t^{\prime}}, x_{t}\right) \leqslant \beta^{+}(\Delta t)=\alpha^{* *} / \hat{\gamma},
$$

Proposition 6.2 yields the second part of (a).
Use (a) (first part), that $\beta_{0}\left(f_{t}, \zeta_{t}\right)=0$ and Proposition 2, Section II-I of [11] to easily obtain (b). For (c) we argue as follows.

Recall $\Delta t B_{t} \leqslant \frac{1}{2}$. Since

$$
\beta^{\prime}(\Delta t)=\frac{\Delta t W_{t}+\beta_{0}\left(f_{t}, \zeta_{t}\right)}{1-\Delta t B_{t}}=\frac{\alpha^{* *}}{\hat{\gamma}},
$$

using (b),

$$
\Delta t W_{t} \geqslant \frac{1}{2} \frac{\alpha^{* *}}{\hat{\gamma}}-\beta_{0}\left(f_{t}, \zeta_{t}\right) \geqslant \frac{3}{8} \frac{\alpha^{* *}}{\hat{\gamma}} .
$$

Therefore,

$$
\beta^{-}(\Delta t)=\frac{\Delta t W_{t}-\beta_{0}\left(f_{t}, \zeta_{t}\right)}{1+\Delta t B_{t}} \geqslant \frac{2}{3}\left(\frac{3}{8}-\frac{1}{8}\right) \frac{\alpha^{* *}}{\hat{\gamma}} \geqslant \frac{1}{6} \frac{\alpha^{* *}}{\hat{\gamma}} .
$$

We obtain (d) using Proposition 6.4, $\beta_{0}\left(f_{i^{\prime}}, x_{t}\right) \geqslant \beta^{-}(\Delta t)$ and (c). This uses the definition of $\beta_{0}$ as the Newton vector and the exponential map.

Finally, (e) follows from

$$
d_{\mathrm{R}}\left(\zeta_{t}, \zeta_{\zeta^{\prime}}\right) \geqslant d_{\mathrm{R}}\left(x_{t}, x_{t^{\prime}}\right)-d_{\mathrm{R}}\left(x_{t}, \zeta_{t}\right)-d_{\mathrm{R}}\left(x_{t^{\prime}}, \zeta_{t^{\prime}}\right)
$$

using (a) and (d).
Proof of Theorem 6.1. We use Proposition 6.2 and 6.6. Let $t_{0}=0, t_{i}=t_{i-1}+\Delta t$ according to Proposition 6.6. So at each step $\Delta t$ satisfies one of the alternatives in (b).

Since

$$
\sum d_{\mathrm{R}}\left(\zeta_{\mathrm{t}_{i}}, \zeta_{\mathrm{T}_{i}-1}\right) \geqslant L, \quad \hat{\mu}=\mu_{(g, 5)}(f)
$$

We get the result.

## 7. The main theorem

The goal of this section is to prove the Main Theorem of Section 1. To this end we first prove two theorems on the number of projective Newton steps sufficient to find a zero.

Theorem 7.1. Fix $d=\left(d_{1}, \ldots, d_{n}\right)$ and a probability of failure $\sigma, 0<\sigma<1$. Then there exists $(g, \zeta) \in \hat{V}$ such that the number $k$ of projective Newton steps, starting from $(g, \zeta)$, sufficient to find an approximate zero of input $f \in S\left(\mathscr{H}_{(d)}\right)$ is

$$
k \leqslant \frac{c N^{3}}{\sigma^{1-\varepsilon}}, \quad \varepsilon=\frac{1}{\log \mathscr{D}}
$$

(or $c N^{4} /\left(\sigma^{1-\varepsilon}\right)$ if some $d_{i}=1$ or $n \leqslant 4$ ).
Thus the set of $f$ where the algorithm fails to produce such an approximate zero in $k$ steps has probability measure less than $\sigma$.

For the proof we have the following result.
Proposition 7.2. Fix $(d)=\left(d_{1}, \ldots, d_{n}\right)$ and suppose $(g, \zeta) \in \hat{V}, f \in S\left(\mathscr{H}_{(d)}\right)-\{ \pm g\}$ and $0 \leqslant \bar{\varepsilon} \leqslant 1$ are given. Then

$$
k \leqslant c\left(\mu_{(g, 5)}(f)\right)^{2-\bar{\varepsilon}}\left(\mathscr{D}^{2}\right)^{\bar{\varepsilon}} D^{3 / 2}
$$

steps of projective Newton's method are sufficient to produce an approximate zero of $f$.
In Section 2 we have defined $\mu_{g, \zeta}(f)$ and an arc $\hat{L}(f, g, \zeta)$ in $\hat{V} \subset S\left(\mathscr{H}_{(d)}\right) \times P\left(\mathbb{C}^{n+1}\right)$. Let $L$ be the length of $\hat{\pi}_{2}(\hat{L}(f, g, \zeta))$.

Lemma 7.3. (a) $L \leqslant 2 \mathscr{D}^{2}$.
(b) $L \leqslant \pi \mu_{g, 5}(f)$.

Part (a) of the lemma is a consequence of Theorem 4.2. Part (b) is a projective space version of the Proposition, Section 1D of [14]. The proof is the same noting that $\mu(h, z) \leqslant \mu_{\text {norm }}(h, z)$ for all $(h, z) \in \hat{V}$, and that the length of a great circle in $S\left(\mathscr{H}_{(d)}\right)$ is $2 \pi$.

Returning to the proof of Proposition 7.2, we have from Theorem 6.1 that

$$
c \mu_{(9,5)}(f) L D^{3 / 2}
$$

steps of projective Newton suffice. Hence by the lemma (b),

$$
c \mu_{(g, \overline{5})}(f)^{2-\bar{c}} L^{\bar{c}} D^{3 / 2}
$$

steps suffice.
Finally, from Lemma 7.3(a),

$$
c \mu_{(g, 5)}(f)^{2-\bar{\epsilon}} \mathscr{D}^{2 \bar{E}} D^{3 / 2}
$$

steps suffice. This proves Proposition 7.2
Proof of Theorem 7.1. In Proposition 7.2 take $\varepsilon=2 / \log \mathscr{D}$ so that $\mathscr{D}^{2 \varepsilon}$ is a universal constant.

By Proposition 7.2 we need to show there exists $(g, \zeta) \in \hat{V}$ such that the function $\mu_{(g, \zeta)}(f)^{2-\bar{\varepsilon}} \mathscr{P}^{2 \bar{c}} D^{3 / 2}$ is bounded above by $c N^{3} /\left(\sigma^{1-\varepsilon}\right)$ for a subset of $f \in S\left(\mathscr{H}_{(d)}\right)$ of probability measure at least $1-\sigma$.

Solve the equation $\sigma=c \rho^{2} N^{2} n^{3} D^{3 / 2}$ for $\rho$. Apply Theorem 2.1, for this $\rho$ and the condition number theorem to conclude the existence of $(g, \zeta)$ such that

$$
\left(\mu_{(g, 5)}(f)\right)^{2(1-\varepsilon)} \leqslant \frac{c N^{2} n^{3} D^{3 / 2}}{\sigma^{1-\varepsilon}}
$$

for all $f$ in a subset of probability measure at least $1-\sigma$. Now Proposition 7.2, Section 2 and a little arithmetic finish the proof.

Theorem 7.4. The average number of projective Newton steps sufficient to find an approximate zero of $f \in S\left(\mathscr{H}_{(d)}\right)$ is less than or equal to $c(\log \mathscr{D}) N^{3} .\left(c \log \mathscr{P} N^{4}\right.$ if some $d_{i}=1$ or $n \leqslant 4$ ).

In Theorem 7.4 we employ a quasi-algorithm. This construction fails to be an algorithm because it employs an infinite sequence $\left(g_{i}, \zeta_{i}\right) \in \hat{V}, i=1,2,3, \ldots$ without exhibiting them.

The idea is quite simple. Start with $(g, \zeta)$ as in Theorem 7.1 to insure a "small" chance of failure say $\sigma=\frac{1}{2}$ initially. If on input $f$ the algorithm fails, halve the chance of failure and start over.

More formally let parameters of our quasi-algorithm $\left(g_{i}, \zeta_{i}\right) \in \hat{V}$ be given by Theorem 7.1, with probability of failure $\sigma_{i}=1 / 2^{i}, i=1,2,3,4$.

Let $K(\sigma)=c N^{3} /\left(\sigma^{1-\epsilon}\right)$ (or $c N^{4} /\left(\sigma^{(1-\epsilon)}\right)$ if some $d_{i}=1$ or $\left.n \leqslant 4\right)$.
For input $f, i=1$, do $K\left(\sigma_{i}\right)$ projective Newton steps for the homotopy $(1-t) g_{i}+t f$ starting at $\zeta_{0}$ as in Theorem 6.1.

If $X_{K\left(\sigma_{i}\right)}$ is an approximate zero of $f$ by the alpha test, Theorem 5.9 , halt and output $X_{K\left(\sigma_{i}\right)}$.

If not set $i=i+1$ and repeat (some $f$ ).
The average number of steps of this algorithms is less than or equal to

$$
\sum_{i=1}^{\infty} \sigma_{i}\left(\sum_{j \leqslant i} K\left(\sigma_{j}\right)\right) \leqslant c^{\prime} \sum_{i=1}^{\infty} \sigma_{i} K\left(\sigma_{i}\right) \leqslant c^{\prime \prime} \int_{0}^{1} K(\sigma) \mathrm{d} \sigma .
$$

The first inequality follows by summing a geometric series. For the second note that $\sigma_{i}=\left|\sigma_{i}-\sigma_{i-1}\right|, i=1, \ldots$ with $\sigma_{0}=1$, that $K$ is monotone on the interval $\left[\sigma_{i}, \sigma_{i-1}\right]$ and $K\left(\sigma_{i}\right) / K\left(\sigma_{i-1}\right)=2^{(1-\varepsilon)}$ so the Riemann sum

$$
\sum_{i=1}^{\infty}\left|\sigma_{i}-\sigma_{i-1}\right| K\left(\sigma_{i}\right) \leqslant 2^{(1-\varepsilon)} \int_{0}^{1} K(\sigma) \mathrm{d} \sigma .
$$

Finally, $\int_{0}^{1} K(\sigma) \mathrm{d} \sigma=c \log \mathscr{D} N^{3}$ (or $\subseteq \log \mathscr{D} N^{4}$ if some $d_{i}=1$ or $n \leqslant 4$ ).
See [10] for more arguments of this sort.
Proof of the Main Theorem. To prove the Main Theorem, we need only make the passage from the number of Newton steps to the number of arithmetic operations. This argument uses well-known facts from numerical analysis about the number of arithmetic operations needed for approximations, for solving linear problems, etc. We omit the details.

Proof of Generalized Main Theorem. We sketch some of the changes necessary for the proof.

Theorem 2.1 has the following version which also follows from Theorem 2.3.
Fixing $g \in S\left(\mathscr{H}_{(d)}\right)$ and $\zeta_{1}, \ldots, \zeta_{1} \in P\left(\mathbb{C}^{n+1}\right), l$ distinct zeros of $q$. I.et $\sigma_{l}=\sigma_{l}\left(\rho, g, \zeta_{1}, \ldots, \zeta_{1}\right) \quad 0<\sigma_{l}<1$ be the probability for $f \in S\left(\mathscr{H}_{(d)}\right)$ that for some $i=1, \ldots, l, \hat{L}\left(f, g, \zeta_{i}\right)$ meets $N_{\zeta}\left(\hat{\Sigma}^{\prime}\right)$.

Theorem 2.3 (New version). For each $\rho>0$ and $l, 1 \leqslant l \leqslant \mathscr{D}$ there is a $g \in S\left(\mathscr{H}_{(d)}\right)$ and distinct zeros $\zeta_{1}, \ldots, \zeta_{t} \in P\left(\mathbb{C}^{n+1}\right)$ of $g$ such that

$$
\sigma_{l} \leqslant \rho^{2} n^{3} D^{3 / 2} l .
$$

Now we can apply Proposition 7.2 to each of the $l$ homotopies starting at $\left(g, \zeta_{i}\right)$, $i=1, \ldots, l$ as in the proof of Theorem 7.1. To prove an $l$-zero version (change an approximate zero to $l$ approximate zeros and $k \leqslant c N^{3} /\left(\sigma^{1-\varepsilon}\right)$ to $\left.k \leqslant c N^{3} l^{2} /\left(\sigma^{1-\varepsilon}\right)\right)$ one factor of $l$ is for the probability estimate the other because we follow $l$ homotopies. The $l$-zero version of Theorem 7.4 follows similarly.
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[^0]:    ${ }^{1}$ Added in proof: See also [18].

[^1]:    ${ }^{2}$ In [15] there are approximate zeros of the first and second kind. Our approximate zeros here correspond to the second kind.

