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Abstract. This paper explores the role of group theory in providing a proof

for the Law of Quadratic Reciprocity, which states that for distinct odd primes
pand q, q is a quadratic residue mod p if and only if p is a quadratic residue

mod q, unless p and q are both congruent to 3 mod 4. The Law of Quadratic

Reciprocity is an important result in number theory; it provides us with a
simple method to determine whether a number is a quadratic residue modulo

an odd prime number.
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1. Fundamentals of Group Theory

In this Section, we will state the definitions of some basic concepts in group
theory.

Definition 1.1. Let G be a set, together with a binary operation ∗, satisfying the
following axioms:

(a) for all a, b in G, a ∗ b is in G (closure);
(b) for all a, b, and c in G, (a ∗ b) ∗ c = a ∗ (b ∗ c) (associativity);
(c) there is an identity element e in G such that for all a in G, a ∗ e = e ∗ a = a

(identity);
(d) for each a in G, there is an element b in G such that a ∗ b = b ∗ a = e, where

e is the identity element in G (inverses).
Then we say that the set G forms a group under the binary operation ∗.

Definition 1.2. Let G be a group. A non-empty subset H of G is a subgroup if
H is a group under the same operation as G.

Definition 1.3. We say that a group G is abelian if its elements commute, i.e.
g ∗ h = h ∗ g for all g, h in G.
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Definition 1.4. The order of a group G, denoted by |G|, is the number of elements
in G.

Definition 1.5. Let g be an element of the group G with the binary operation ∗.
The order of the element g is the least positive integer i such that gi = e, where gi

denotes the product g ∗ g ∗ ... ∗ g with i factors and e is the identity element in G.

Definition 1.6. A group G is cyclic if there exists an element c in G such that
every element g in G has the form g = ci for some integer i. The element c is also
called a generator for G.

Theorem 1.7. The order of a generator for a finite cyclic group is equal to the
order of the group. Conversely, if the order of an element is equal to the order of
the group, that element must be a generator for the group.

Proof. Let G be a finite cyclic group with the binary operation ∗, and c be the
generator for G.
Let i be the order of c. By definition, we have ci = e, where e is the identity element
in G.
By division algorithm, each j ∈ Z can be written j = qi + r for some unique pair
of integers q and r where 0 < r ≤ i.
Thus, for each j ∈ Z, we have cj = cqi+r = cqi ∗ cr = (ci)q ∗ cr = cr for some unique
integer r with 0 < r ≤ i.
This means that the value of cj must come from the list c, c2, ..., ci.
Now, we will show that the above list contains i distinct elements.
Suppose that cm = cn for some integers m, n with 0 < n ≤ m ≤ i, so 0 ≤ m−n < i.
We have cm−n = e ∗ cm−n = c−n ∗ cn ∗ cm−n = c−n ∗ (cn ∗ cm−n) = c−n ∗ cm =
c−n ∗ cn = e.
If m 6= n, then m−n would be a positive integer less than i and satisfying cm−n = e,
contradicting that i is the order of c.
Hence, we have m = n, which means that the list c, c2, ..., ci contains i distinct
values.
Now, since c is the generator for G, every element of G can be written cj for
some integer j. This means that every element of G can be found in the set
C =

{
c, c2, ..., ci

}
, i.e. G ⊆ C.

At the same time, since G is a group, any product cj = c ∗ c ∗ ... ∗ c with j factors
must be in G, so C ⊆ G.
Thus, G = C, which means that |G| = |C| = i.
Conversely, suppose that c is any element in G such that the order of c (call it i) is
equal to |G|. By the same argument, the list c, c2, ..., ci contains i distinct values.
Let C =

{
c, c2, ..., ci

}
. Then C ⊆ G because G is a group, and any product

cj = c ∗ c ∗ ... ∗ c with j factors must be in G.
Now, |C| = i = |G| implies that C = G, so every element of G can be written as
some power of c. �

2. The Group of Units

Now, we will apply the group theory to the study of units in Zn. The goal of
this Section is to prove that the set of units in Zp for some prime number p forms
a cyclic group under multiplication mod p.

Before we proceed any further, we will first introduce the idea of congruence
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classes, the number system Zn, and the operations defined in Zn.
For some fixed integer n, the division algorithm allows us to express each integer

a as a = qn+r for some unique pair of integers q and r with 0 ≤ r < n. The number
r is known as the remainder of a when divided by n. Replacing each integer with its
remainder when divided by n partitions the set Z into n congruence classes, namely
[0] , [1] , ..., [n− 1], where [a] = {b ∈ Z : b ≡ a mod n} (we say that b is congruent to
a modulo n and denote by b ≡ a mod n if b and a leave the same remainder when
divided by n), thereby forming a number system Zn with the above n congruence
classes as its elements. If [a] and [b] are elements of Zn, we can define their sum
and product as

[a] + [b] = [a+ b]
[a] [b] = [ab]

It is easy to show that the above operations are well-defined, and [0] is the additive
identity and [1] is the multiplicative identity in Zn.

Definition 2.1. A congruence class [a] ∈ Zn is a unit if it has a multiplicative
inverse in Zn, that is, if there exists a class [b] ∈ Zn such that [a] [b] = [1].

The following lemma allows us to determine whether an integer is a unit mod n
easily:

Lemma 2.2. [a] is a unit in Zn if and only if a and n are coprime.

Proof. If [a] is a unit, then there exist some integers b and q such that ab = 1 + qn.
This implies that any common divisor of a and n must divide 1, so gcd(a, n) | 1.
Since the only integer which divides 1 is 1, we have gcd(a, n) = 1.
On the other hand, if a and n are coprime, i.e. gcd(a, n) = 1, by Bezout’s identity,
there exist some integers u and v such that 1 = gcd(a, n) = au+nv, so au ≡ 1 mod
n. This means that [u] is the multiplicative inverse of [a] in Zn. �

Let Un denote the set of units in Zn. The following corollary is a direct conse-
quence of the above lemma:

Corollary 2.3. Up = {[1], [2], ..., [p− 1]} = Zp\ {[0]}.

Proof. We know that the congruence classes in Zp are [0], [1], [2], ..., [p− 1].
Since for all integers c with 1 ≤ c ≤ p − 1, c and p are coprime, it follows from
Lemma 2.2 that [1], [2], ..., [p− 1] are units in Zp. ([0] is not a unit in Zp because
gcd(0, p) = p 6= 1.)
Thus, Up = {[1], [2], ..., [p− 1]} = Zp\ {[0]}. �

We will now show that the set Un forms an abelian group under multiplication
mod n.

Theorem 2.4. For each positive integer n, the set Un forms an abelian group under
multiplication mod n, with identity element [1].

Proof. To prove commutativity, simply note that [a][b] = [ab] = [ba] = [b][a] for all
units [a] and [b].
Now, we will show that the set Un satisfies the group axioms listed in Definition
1.1.
To prove closure, we need to show that if [a] and [b] are units, then [a][b] = [ab] is
also a unit.
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If [a] and [b] are units, then there exist [u] and [v] such that [a][u] = [au] = [1] and
[b][v] = [bv] = [1].
Thus, we have [ab][uv] = [abuv] = [(au)(bv)] = [au][bv] = [1][1] = [1]. This means
that [ab] has inverse [uv], so [ab] is a unit.
To prove associativity, we need to show that ([a][b])[c] = [a]([b][c]) for all units [a],
[b] and [c].
It is clear that ([a][b])[c] = [ab][c] = [(ab)c)] = [a(bc)] = [a][bc] = [a]([b][c]).
There exists the identity element [1] in Un, because [1][a] = [a] = [a][1] for all
[a] ∈ Un.
If [a] is a unit, then by definition there exists [u] ∈ Zn such that [a][u] = [1].
Now, [u] is also a unit, because [u][a] = [a][u] = [1]. This means that [u] is the
inverse of [a] in Un.
Thus, Un is an abelian group. �

The order of the group Un is given by the Euler’s function.

Definition 2.5. The Euler’s function, φ : N→ N, is defined as φ(n) = |Un|.

The value of φ(n) is given by the equation below, which we will not prove here:

(2.6) φ(n) =
k∏
i=1

(piei − piei−1) =
k∏
i=1

pi
ei−1(pi − 1) = n

k∏
i=1

(1− 1
pi

)

if n has prime-power factorization n = p1
e1 ...pk

ek .

Theorem 2.7. If n ≥ 1 then
∑
d|n

φ(d) = n.

Proof. Let S = {1, 2, ..., n}, and for each d dividing n let Sd = {a ∈ S : gcd(a, n) = n/d}.
These sets Sd partitions the set S into disjoint subsets, because:
(i) For all a ∈ S, there exists some d dividing n such that a ∈ Sd:
If a shares some prime factors p1, ..., pk with n, then gcd(a, n) = pi11 ...p

ik
k where

i1, ...ik are the smaller powers of p1, ..., pk in the prime factorizations of a and n.
It is clear that gcd(a, n) = pi11 ...p

ik
k divides n, i.e. there exists some positive integer

d dividing n such that gcd(a, n) = n/d, so a is in Sd for such d.
If a shares no prime factors with n , then gcd(a, n) = 1 = n/n, so a is in Sn.
(ii) No single a ∈ S can be found in two distinct Sd because for each a ∈ S, gcd(a, n)
is unique.
Therefore,

∑
d|n

|Sd| = |S| = n, so it is sufficient to show that |Sd| = φ(d) for each d.

Now, we know that

a ∈ Sd if and only if a ∈ Z, 1 ≤ a ≤ n, and gcd(a, n) = n/d. (∗)

If we define a′ = a/(n/d) for each a ∈ Sd, then a′ is an integer because n/d =
gcd(a, n) divides a, and the statement (∗) is equivalent to:
a ∈ Sd if and only if a = (n/d) · a′, where a′ ∈ Z, 1 ≤ a′ ≤ d and gcd(a′, d) = 1.
Thus, |Sd| is the number of integers a′ such that a′ is between 1 and d inclusive,
and a′ is coprime to d.
It follows from Lemma 2.2 that |Sd| is the number of units in Zd, which, by defini-
tion, is equal to φ(d). �
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Both the theorem above and a corollary of Lagrange’s Theorem are useful in
proving that the group Up for some prime number p is cyclic, a result which follows
from the next theorem:

Theorem 2.8. If p is prime, then the group Up has φ(d) elements of order d for
each d dividing p− 1.

Proof. For each d dividing p−1, let Ωd = {a ∈ Up : a has order d} and ω(d) = |Ωd|.
We need to show that ω(d) = φ(d) for all such d.
A corollary of Lagrange’s Theorem states that the order of any element of a finite
group divides the order of the group, so the order of each element of Up divides
|Up| = |Zp\ {[0]}| = p− 1.
Thus, the sets Ωd form a partition of Up, and∑

d|p−1

ω(d) = |Up| = p− 1.

By Theorem 2.7, we have ∑
d|p−1

φ(d) = p− 1,

so ∑
d|p−1

(φ(d)− ω(d)) = 0.

Now we are going to show that for each d dividing p− 1, ω(d) ≤ φ(d).
The inequality ω(d) ≤ φ(d) is obvious if Ωd is empty, so we may assume that Ωd
contains an element a.
It is clear that the powers ai = a, a2, ..., ad(= 1) are all distinct, and they satisfy
(ai)d = 1 so they are the d distinct roots of the polynomial f(x) = xd − 1 in Zp.
Since f(x) has at most d distinct roots in Zp, the powers ai = a, a2, ..., ad(= 1)
form a complete set of roots of f(x).
We will now show that any element b of Ωd can be written b = ai where i is an
integer such that 1 ≤ i ≤ d and gcd(i, d) = 1.
If b ∈ Ωd, then b is a root of f(x), so b = ai where i is an integer such that 1 ≤ i ≤ d.
Let j = gcd(i, d). Then bd/j = aid/j = (ad)i/j = 1i/j = 1 in Up.
Since d is the order of b, no lower power of b than bd can be equal to 1, so j = 1.
Thus, every element b of Ωd has the form ai where i is an integer such that 1 ≤ i ≤ d
and i is coprime to d.
The number of such integer i is φ(d), so the number of elements b in Ωd, which is
equal to ω(d), is at most φ(d), i.e. ω(d) ≤ φ(d) for each d dividing p− 1.
This means that φ(d)− ω(d) ≥ 0 for each d dividing p− 1.
Thus,

∑
d|p−1

(φ(d)−ω(d)) = 0 implies that φ(d)−ω(d) = 0 for each d dividing p− 1,

so ω(d) = φ(d), and the proof is complete. �

Corollary 2.9. If p is prime then the group Up is cyclic.

Proof. By Theorem 2.8, the group Up has φ(p − 1) elements of order p − 1. Since
φ(p− 1) ≥ 1, the group Up has at least one element (call it a) of order p− 1. Now,
p− 1 = |Up|, so the order of a is equal to the order of the group Up. By Theorem
1.7, a is a generator for the group Up, i.e. the group Up is cyclic. �

If Un is cyclic, any generator g for Un is called a primitive root mod n.
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3. The Group of Quadratic Residues and the Legendre Symbol

In this Section, we will discuss the group of quadratic residues and the Legendre
symbol.

Definition 3.1. An element a ∈ Un is a quadratic residue mod n if a = s2 for
some s ∈ Un. The set of such quadratic residues is denoted by Qn.

For small n, we can find Qn by squaring all the elements of Un. For example, in
U7 = {1, 2, 3, 4, 5, 6}, we have 12 = 1, 22 = 4, 32 = 2, 42 = 2, 52 = 4, 62 = 1; thus, 1,
2 and 4 are quadratic residues mod 7 and Q7 = {1, 2, 4} ⊂ U7.

Lemma 3.2. Qn is a subgroup of Un.

Proof. We need to show that Qn contains the identity element of Un, and is closed
under taking products and inverses.
Firstly, 1 ∈ Qn because 1 = 12 with 1 ∈ Un.
If a, b ∈ Qn, then a = s2 and b = t2 for some s, t ∈ Un, so ab = s2t2 = (st)2 with
st ∈ Un, i.e. ab ∈ Qn.
Finally, if a ∈ Qn, then a = s2 for some s ∈ Un. Since s is a unit mod n, it has
inverse s−1 in Un. Now, a(s−1)2 = s2(s−1)2 = (ss−1)2 = 12 = 1, i.e. a has inverse
a−1 = (s−1)2 with s−1 ∈ Un, so a−1 ∈ Qn. �

When Un is cyclic, the following lemma describes Qn:

Lemma 3.3. Let n > 2, and suppose that there is a primitive root g mod n. Then
Qn is a cyclic group of order φ(n)/2, generated by g2, consisting of the even powers
of g.

Proof. We will first show that when n > 2, φ(n) is even. There are two cases:
(i) If n has some odd prime factor p, then p−1 is even. Hence, Equation 2.6 implies
that φ(n) is even.
(ii) If n has no odd prime factors, we have n = 2m for some integer m; since n > 2,
we have m > 1, i.e.m− 1 > 0. By Equation 2.6, φ(n) = 2m−1(2− 1) = 2m−1 must
be even.
Now, any element a ∈ Un can be written a = gi for some integer i, and Un ={
g, g2, ..., gφ(n)

}
, with gφ(n) = 1.

If i is even, then a = gi = (gi/2)2 ∈ Qn.
If a ∈ Qn, then a = (gj)2 = g2j for some j, so i ≡ 2j mod φ(n); since φ(n) is even,
i must be even.
Hence, Qn consists of even powers of g. This means that Qn =

{
g2, g4, ..., gφ(n)

}
={

g2, (g2)2, ..., (g2)φ(n)/2
}

, with |Qn| = φ(n)/2. �

We will now introduce the Legendre symbol, a useful notation whose value de-
notes whether an integer is a quadratic residue mod p.

Definition 3.4. For an odd prime p, the Legendre symbol of any integer a is(
a

p

)
=

 0 if p|a
1 if a ∈ Qp
−1 if a ∈ Up \Qp

The Legendre symbol depends only on the congruence class of a mod p, and is
clearly well-defined on Z or Zp.

We have proven that the group Up is cyclic for any prime number p (See Corollary
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2.9), and this guarantees the existence of a primitive root g mod p. The following
corollary is a direct consequence of Lemma 3.3:

Corollary 3.5. If p is an odd prime number, and g is a primitive root mod p, then(
gi

p

)
= (−1)i.

Proof. By Lemma 3.3, when i is even, gi is in Qp, so
(
gi

p

)
= 1 = (−1)i. When i is

odd, gi is in Up\Qp, so
(
gi

p

)
= −1 = (−1)i. �

The following theorem is very useful for calculations involving the Legendre
symbol:

Theorem 3.6. If p is an odd prime, then
(
ab
p

)
=
(
a
p

)(
b
p

)
for all integers a and

b.

Proof. If p divides a or b, then
(
a
p

)
= 0 or

(
b
p

)
= 0, so

(
a
p

)(
b
p

)
= 0; at the same

time, p divides ab, so
(
ab
p

)
= 0.

If p divides neither a nor b, then a, b ∈ Up. Let g be a primitive root mod p. Then
a = gi and b = gj for some integers i and j, so ab = gigj = gi+j . By Corollary 3.5,
we have(

ab

p

)
=
(
gi+j

p

)
= (−1)i+j = (−1)i(−1)j =

(
gi

p

)(
gj

p

)
=
(
a

p

)(
b

p

)
.

�

4. Euler’s Criterion and Gauss’s Lemma

In this Section, we will introduce two more effective methods for determining
quadratic residues. The first is known as Euler’s Criterion:

Theorem 4.1. (Euler’s Criterion) If p is an odd prime, then for all integers a we
have

(
a
p

)
≡ a(p−1)/2 mod p.

Proof. If p divides a, then
(
a
p

)
= 0; at the same time, p divides a(p−1)/2, so

0 ≡ a(p−1)/2 mod p, i.e.
(
a
p

)
≡ a(p−1)/2 mod p.

If p does not divide a, then a ∈ Up. Let g be a primitive root mod p. It is clear
that the order of g is equal to |Up| = p− 1.
Now, a = gi for some integer i. Define h = g(p−1)/2. Then h2 = gp−1 = 1 in Up,
so h2 ≡ 1 mod p. This means that p divides h2 − 1 = (h + 1)(h − 1), so p divides
h+ 1 or h− 1. Thus, h = ±1 in Up.
Since g has order p− 1 > (p− 1)/2, so h = g(p−1)/2 6= 1. Hence, we have h = −1.
By Corollary 3.5, we have

a(p−1)/2 = (gi)(p−1)/2 = (g(p−1)/2)i = hi = (−1)i =
(
gi

p

)
=
(
a

p

)
in Zp, and the proof is complete. �

Before stating the next result, let us use the set {±1,±2, ...,±(p− 1)/2} as a
reduced set of residues mod p (a set of integers such that each integer is coprime
to p, i.e. is a unit mod p, and no two are congruent mod p). Then we can partition
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Up into two subsets P = {1, 2, ..., (p− 1)/2} and N = {−1,−2, ...,−(p− 1)/2}. For
each a ∈ Up, we define aP = {ax : x ∈ P}.

Theorem 4.2. (Gauss’s Lemma) If p is an odd prime and a ∈ Up, then
(
a
p

)
=

(−1)µ where µ = |aP ∩N |.
Proof. If x and y are distinct elements of P , then ax 6= ±ay in Up, because if
ax ≡ ±ay mod p, then p divides ax ∓ ay = a(x ∓ y), so p divides x ∓ y, i.e.
x ≡ ±y mod p, which is impossible because x and y are distinct elements of
P = {1, 2, ..., (p− 1)/2}.
Now, it is impossible for both k and −k (k is any integer between 1 and (p− 1)/2
inclusive) to be in aP at the same time; otherwise, there would exist distinct x,
y ∈ P such that ax = k and ay = −k in Up, so ax = −ay in Up (contradiction).
Thus, the elements of aP lie in distinct sets {±1}, {±2}, ..., {±(p− 1)/2} (each set
contains at most one element of aP ). There are (p− 1)/2 such sets, and there are
(p − 1)/2 elements of aP , so each set contains exactly one element of aP . Hence,
we have

aP = {εii : i = 1, 2, ..., (p− 1)/2}
where each εi = ±1. It is clear that εi = 1 if and only if εii ∈ P , and εi = −1 if
and only if εii ∈ N .
Since aP is contained in the abelian group Up, we can multiply all its elements
together in any order, and obtain the same result, so

a(p−1)/2((p− 1)/2)! =

(p−1)/2∏
i=1

εi

 ((p− 1)/2)! = (−1)µ((p− 1)/2)!

in Up, where µ is the number of i such that εi = −1, which is the number of εii
such that εii ∈ N . This means µ = |aP ∩N |.
Hence, we have a(p−1)/2 = (−1)µ in Up, so a(p−1)/2 ≡ (−1)µ mod p.

Now, Euler’s Criterion (Theorem 4.1) gives
(
a
p

)
≡ a(p−1)/2 mod p.

Thus, we have
(
a
p

)
≡ (−1)µ mod p.

Both sides of this congruence are equal to ±1, so they must be equal to each other
since p > 2. �

The following corollary of Gauss’s Lemma allows us to decide whether 2 is a
quadratic residue modulo any odd prime number:

Corollary 4.3. If p is an odd prime then(
2
p

)
= (−1)(p

2−1)/8.

Thus, 2 is a quadratic residue mod p if and only if p ≡ ±1 mod 8.

Proof. Let P = {1, 2, ..., (p− 1)/2} ⊂ Up and N = (−1)P as before.
Then we have 2P = {2, 4, ..., p− 1}.
Suppose first that p ≡ 1 mod 4. Then we have 2P = {2, 4, ..., (p− 1)/2, (p+ 3)/2, ..., p− 1}.
It is clear that the first (p− 1)/4 elements 2, 4, ..., (p− 1)/2 are in P , while the re-
maining (p − 1)/4 elements (p + 3)/2, ..., p − 1 are in N . Thus, Gauss’s Lemma
gives (

2
p

)
= (−1)(p−1)/4 = ((−1)(p+1)/2)(p−1)/4 = (−1)(p

2−1)/8,
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where we have used the fact that (p+ 1)/2 is odd.
Now suppose that p ≡ −1 mod 4. Then we have 2P = {2, 4, ..., (p− 3)/2, (p+ 1)/2, ..., p− 1}.
It is clear that the first (p− 3)/4 elements 2, 4, ..., (p− 3)/2 are in P , while the re-
maining (p + 1)/4 elements (p + 1)/2, ..., p − 1 are in N . Thus, Gauss’s Lemma
gives (

2
p

)
= (−1)(p+1)/4 = ((−1)(p−1)/2)(p+1)/4 = (−1)(p

2−1)/8,

where we have used the fact that (p− 1)/2 is odd.
This proves

(
2
p

)
= (−1)(p

2−1)/8.

Now, 2 is a quadratic residue mod p if and only if
(

2
p

)
= 1, i.e. (p2 − 1)/8 is

even; (p2 − 1)/8 is even if and only if 16 divides p2 − 1 = (p+ 1)(p− 1); 16 divides
p2− 1 = (p+ 1)(p− 1) if and only if 8 divides p+ 1 or p− 1, i.e. p ≡ ±1 mod 8. �

5. The Law of Quadratic Reciprocity

We are now ready to prove an important theorem in number theory, the Law
of Quadratic Reciprocity, which states that for distinct odd primes p and q, q is a
quadratic residue mod p if and only if p is a quadratic residue mod q, unless p and
q are both congruent to 3 mod 4. This theorem can be elegantly expressed using
the Legendre symbol:

Theorem 5.1. (The Law of Quadratic Reciprocity) If p and q are distinct odd
primes, then

(
q
p

)
=
(
p
q

)
, except when p ≡ q ≡ 3 mod 4, in which case

(
q
p

)
=

−
(
p
q

)
.

Proof. First, we will show that p ≡ q ≡ 3 mod 4 if and only if (p − 1)(q − 1)/4 is
odd.
When p ≡ q ≡ 3 mod 4, we have p = 4k+ 3 and q = 4t+ 3 for some integers k and
t. Then (p− 1)(q − 1)/4 = (4k + 2)(4t+ 2)/4 = 4kt+ 2k + 2t+ 1 is odd.
When (p − 1)(q − 1)/4 is odd, (p − 1)/2 and (q − 1)/2 must both be odd, so
(p − 1)/2 = 2k + 1 and (q − 1)/2 = 2t + 1 for some integers k and t. Solving the
two equations for p and q, we have p = 4k+ 3 and q = 4t+ 3, i.e. p ≡ q ≡ 3 mod 4.
It is clear that

(
q
p

)
=
(
p
q

)
is equivalent to

(
q
p

)
·
(
p
q

)
= 1, and

(
q
p

)
= −

(
p
q

)
is

equivalent to
(
q
p

)
·
(
p
q

)
= −1.

Hence, we can rewrite the above theorem in the following way:
If p and q are distinct odd primes, then

(
q
p

)
·
(
p
q

)
= (−1)(p−1)(q−1)/4.

Now, let P = {1, 2, ..., (p− 1)/2} ⊂ Up and N = (−1)P as before, and similarly
define Q = {1, 2, ..., (q − 1)/2} ⊂ Uq. By Gauss’s Lemma (Theorem 4.2), we have(

q

p

)
= (−1)µ

where µ = |qP ∩N | is the number of elements x ∈ P such that qx ≡ n mod p for
some n ∈ N ; this congruence is equivalent to qx− py ∈ N for some integer y, i.e.

−p
2
< qx− py < 0
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for some integer y. Given any x ∈ P , the values of qx − py for y ∈ Z differ by
multiples of p, so −p/2 < qx− py < 0 for at most one integer y. If such a y exists,
then

0 <
qx

p
< y <

qx

p
+

1
2
.

Since x ≤ (p− 1)/2, we have

y <
qx

p
+

1
2
≤ q(p− 1)

2p
+

1
2
<
q + 1

2
.

Thus, y is an integer strictly between 0 and (q+1)/2, i.e. y ∈ {1, 2, ..., (q − 1)/2} =
Q. Hence, we have shown that µ is the number of pairs (x, y) ∈ P ×Q such that

−p
2
< qx− py < 0.

Similarly, we also have (
p

q

)
= (−1)ν

where ν is the number of pairs (y, x) ∈ Q× P such that

−q
2
< py − qx < 0,

i.e. ν is the number of pairs (x, y) ∈ P ×Q such that

0 < qx− py < q

2
.

It follows that (
q

p

)
·
(
p

q

)
= (−1)µ+ν ,

where µ+ ν is the number of pairs (x, y) ∈ P ×Q such that

−p
2
< qx− py < 0 or 0 < qx− py < q

2
.

There are no pair (x, y) ∈ P ×Q satisfying qx− py = 0, since p and q are coprime,
so the above condition can be simplified as

−p
2
< qx− py < q

2
.

Now, let

R = P×Q = {(x, y) : x ∈ P, y ∈ Q} =
{

(x, y) : x, y ∈ Z, 1 ≤ x ≤ p− 1
2

, 1 ≤ y ≤ q − 1
2

}
,

S =
{

(x, y) : x, y ∈ Z,−p
2
< qx− py < q

2

}
A =

{
(x, y) : x, y ∈ Z, qx− py < −p

2

}
,

and

B =
{

(x, y) : x, y ∈ Z, qx− py > q

2

}
.

Thus, we have µ+ ν = |R ∩ S|. Now, it is clear that |R| = |P ×Q| = |P | |Q| =
(p− 1)(q − 1)/4, so

µ+ ν =
(p− 1)(q − 1)

4
− (α+ β)
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where α = |R ∩A| and β = |R ∩B|. If we can show that α = β, then µ + ν ≡
(p− 1)(q − 1)/4 mod 2, and hence(

q

p

)
·
(
p

q

)
= (−1)(p−1)(q−1)/4

as required.
We will prove that α = β by introducing the function ρ given by

ρ(x, y) = (x′, y′) =
(
p+ 1

2
− x, q + 1

2
− y
)

It is clear that ρ is injective: If ρ(x1, y1) = ρ(x2, y2), then p+1
2 −x1 = p+1

2 −x2 and
q+1
2 − y1 = q+1

2 − y2, so x1 = x2 and y1 = y2, i.e.(x1, y1) = (x2, y2).
It is also straightforward to check that if x, y are integers satisfying 1 ≤ x ≤
(p−1)/2, 1 ≤ y ≤ (q−1)/2, and qx−py < −p/2, then x′, y′ are integers satisfying
1 ≤ x′ ≤ (p− 1)/2, 1 ≤ y′ ≤ (q− 1)/2, and qx′ − py′ > q/2, and if x, y are integers
satisfying 1 ≤ x ≤ (p− 1)/2, 1 ≤ y ≤ (q − 1)/2, and qx− py > q/2, then x′, y′ are
integers satisfying 1 ≤ x′ ≤ (p− 1)/2, 1 ≤ y′ ≤ (q − 1)/2, and qx′ − py′ < −p/2.
This means that ρ injects elements of R∩A to some elements of R∩B, and injects
elements of R ∩B to some elements of R ∩ A. Hence, ρ forms a bijection between
R ∩A and R ∩B, so α = β and the proof is complete. �

The Law of Quadratic Reciprocity provides us with a simple method to determine
whether a number is a quadratic residue modulo an odd prime number:

Example 5.2. Is 219 a quadratic residue mod 383?
Since 219 = 3× 73 and 383 is an odd prime, we have(

219
383

)
=

(
3

383

)(
73
383

)
(by Theorem 3.6)

= −
(

383
3

)(
383
73

)
(by Theorem 5.1, since 383 ≡ 3 mod 4)

= −
(

2
3

)(
18
73

)
(since 383 ≡ 2 mod 3 and 383 ≡ 18 mod 73)

= −
(

2
3

)(
2
73

)(
3
73

)2

(by Theorem 3.6, since 18 = 2× 32)

= −
(

2
3

)(
2
73

)
(since

(
3
73

)
= ±1)

= −(−1) · 1 (since 2 /∈ Q3 and 2 ∈ Q73, by Corollary 4.3)
= 1,

so 219 is a quadratic residue mod 383.

As we can see, group theory is useful in proving certain fundamental results in
number theory, such as Euler’s Criterion and Gauss’s Lemma, which can then be
used to prove more complex theorems, such as the Law of Quadratic Reciprocity.
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