CLIQUE NUMBER AND RANDOM GRAPHS

DYLAN SPARROW

ABSTRACT. This paper investigates the behavior of the clique number of ran-
dom graphs. It begins by presenting a famous result of the probabilistic
method, whose proof utilizes independence number and random graphs. Then,
the paper presents two proofs of the two-point concentration theorem, the lat-
ter of which employing The Janson Inequality.
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1. INTRODUCTION TO CLIQUE NUMBER

A clique with k vertices, denoted K}, is a graph with the property that all of
its vertices are adjacent to each other. The clique number of a graph G, denoted
w(@), is the number of vertices in the largest clique that is a sub-graph of G.
The independence number of G, denoted a(G), is the number of vertices in the
largest independent set (a set of vertices where no two vertices are adjacent) of
G. The complement of a graph G, denoted G, is a graph with the same vertices
as G defined as follows: two vertices of G are adjacent if and only if they are
nonadjacent in G. The clique number and independence number of a graph are
closely related: a(G) = w(G). We define ¢ (n, p) as the probability space produced
by constructing a graph of n vertices by choosing to add an edge between each pair of
vertices independently with probability p (this is the Erdés-Renyi model). We will
conclude this paper by using two different proofs to show that, for G € ¥(n,1/2),
the probability that w(G) will be one of two values approaches 1 as n approaches
infinity. This is known as the two-point concentration of the clique number.

A legal vertex coloring of a graph is an assignment of each vertex to a color such
that no adjacent vertices are assigned the same color. The chromatic number of
a graph G, denoted by x(G), is the minimum number of colors needed to legally
color G.

A trail of length j > 3 is a sequence of vertices vivovs ... v; of a graph G such
that every member is distinct and every pair of adjacent members of the sequence
are adjacent in G. A cycle of size j is a trail with the property that v; and v; share
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an edge. The girth of a graph, denoted girth(G), is the length of the smallest cycle
in GG. By convention, if G does not have any cycles, it has infinite girth.

Note that since a graph with large girth has no cycles of small length, graphs with
large girth often have lower chromatic number as the graph is less “interconnected.”
An interesting question is thus whether we can find graphs with both large girth
and large chromatic number.

We will prove that this is in fact possible in our first theorem, which utilizes the
independence number of random graphs to show that there actually does exist a
graph with any choice of arbitrarily large girth and chromatic number. Before we
get to the first theorem, we must prove some facts about chromatic number and
cycles.

Proposition 1.1. For any graph G,
n
G)> ———.

X(G) = a(G)
Proof. Let x(G) = k. Let ¢ denote any k-coloring of G, and for each i, let .S; denote
the set of vertices colored by the ith color. Every .S; must be independent; if two
vertices shared an edge, it would not be a legal coloring. Therefore, a(G) > |S;]
for all 7. Hence,

<a(Gk = (@)

O

Proposition 1.2. The number of possible cycles with i vertices that are subgraphs

of a graph G with n vertices is (32’ , where (n); :=n(n—1)...(n—7+1).

Proof. Let A be the set of orderings of any i vertices of G from left to right in a
straight line. Note that |A| = % For a € A, let f(a) be the cycle of length i
formed by the edges connecting any two adjacent members a, and the edge con-
necting the right-most and left-most members of a. We claim that f is a 2i-to-1
map.

Let o’ € A be a translation of each member of a left or right some number of
times. Notice that f(a) is the same cycle as f(a’). For each a, there exist ¢ such
a”’s (including a itself).

Let us denote a in more detail as v1v2v304 . .. U[ig1] - Vim20i-1 i Leta” € A
be the ordering viv;v;_1v;—2 .. SU[ig1] - - V4V Notice that f(a) and f(a") are

the same cycle. Therefore, f is a 2i-to-1 map. Hence, there are % possible cycles
of length 3.

O

Proposition 1.3. Let G € 9(n,p). The expected number of cycles of length i in

G is

(n); I

2i 7
Proof. Let S be the set of possible cycles of length ¢ in G and assign it an arbitrary
ordering. By Proposition 1.2, we have |S| = % Let X}, be a random variable
whose value is 1 if the kth cycle in S is present in G, and 0 otherwise (called an
“indicator variable”). The expected number of cycles of size i is therefore
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S| S| S|

> Xi| =D E[Xi] =) Plthe kth cycle in S is present in G] =
= k=1 k=1

(”)z i
2 V-

O
Lemma 1.4 (Union Bound). For any finite probability space Q, and events {A;}7

in €,
<> PlA
=1

Now we are equipped with the tools needed to prove that there exists a graph
with any choice of arbitrarily large girth and chromatic number. The proof famously
demonstrates the utility of the probabilistic method—the technique of proving the
existence of something by showing it has positive probability.

Theorem 1.5 (Erdds 1959). There exists a graph G such that x(G) > j and
girth(G) > k for any j, k.

n

U4

i=1

Proof. The general strategy for this proof will be to prove the existence of a graph
with sufficiently low independence number and sufficiently few cycles of length k or
less. We will then remove a vertex from each such cycle, ensuring that the girth of
the modified graph is greater than k. Since we removed sufficiently few vertices and
since the original graph had sufficiently low independence number, we can apply
Proposition 1.1 to show that the chromatic number of the modified graph can be
made arbitrarily large.

Let 6§ > 0 be such that 0k < 1 and let G € ¥(n,n’"!). By Proposition 1.3 the
expected number of cycles whose lengths are less than or equal to k is

k ko
) = 3 e < 3 <5 e
=3 =3 =3
Because 0k < 1, we have that E[X] = o(n). Therefore, we have that

%P[ng] < E[X] = o(n)

P {X > g] = o(1).

Let x = [3711*9 In n] There are (Z) distinct sets of size z in G. Any such set is
an independent set if and only if each of the (") pairs of vertices are nonadjacent.

This has probability (1 —n?~ 1)( ). Therefore, by the Union Bound

Pla(G) > 2] < (Z) (1—nt1&)

. _ _ 01
Since 1 —nf~1 <e™

, and (Z) < n%, we have
3n19Mn

Pla(G) > 2] < (ne‘”gil(w_l)m)m ~ (n_’ze ' o(1).

Let A be the event that X > % and B be the event that a(G) > x. Let ng be chosen

arbitrarily among the integers large enough such that P[A] < % and P[B] < 5. By
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the Union Bound P[AU B] < 1, which means that PJANB] > 0 (where A and B are
the complements of A and B respectively). Since A N B has positive probability,
there must exist a graph G' with ng vertices where X < %2 and «(G) < x. Remove
a vertex from each cycle of length at most k to produce the graph G’. Notice that
girth(G') > k. By Proposition 1.1,

J4(€]

G’>‘ .

x(G') = (@)

Two vertices in V(G') are adjacent in G’ if and only if they are adjacent in G.
Therefore, every independent set of G’ is an independent set of G. Hence, o(G) >

a(G"). We removed fewer than % vertices; hence, |[V(G')| > %2. Thus,

no ng

G') > =
X(@) = 2a(G)  6lnng
The right-hand side tends to infinity as ng — co. Since we chose ng arbitrarily, we

can choose ng large enough so that x(G') > j. O

2. AN IMPORTANT STATISTICAL THEOREM

Before progressing further with cliques, we must take a detour and prove The-
orem 2.7, a statistical theorem vital to the proofs to come. The results presented
after this section will investigate events whose probabilities change as n, the num-
ber of vertices in the random graph in question, tends to infinity. If, for an event
A where P[A] depends on n, we have lim,,_,o, P[A] = 1, then we say it occurs with
high probability with respect to n. Theorem 2.7 will be valuable because it pro-
vides us with conditions on a random variable X—which, in these results, counts
the number of occurrences of something important in a random graph—that, if are
fulfilled, yields X > 0 with high probability. In other words, that important thing
exists in the random graph with high probability.

Definition 2.1. The variance of a random variable X, denoted Var[X], is defined
as

Var[X] := E[X?] — E[X]%.

Definition 2.2. The covariance of two random variables X and Y, denoted Cov[X, Y],
is defined as

Cov[X,Y] := E[XY] — E[X]E[Y].

Definition 2.3. Let X be a nonnegative random variable. Let X = X; +---+ X,
where X; is the indicator variable for the event A;, and {4;}! ; are symmetric
events. For i # k, we say that i ~ k if A; and Ay are not independent. Define
S(X) as

S(X) = P[A;]A].

i1

Proposition 2.4. Let X = X5 + -+ X,,, as in Definition 2.3. Then

Var[X] < E[X]+ ) Cov[X;, Xy].
ik
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Proof. We have

Var[X ZIE 4+ ) E[X:Xi] - > E[X]* - > E[X|E[X]

i#k i ik

= E[X7] - E[Xi]* + ) E[X;Xi] — E[X;]E[X}]
‘ itk
= Var[X;] + Y Cov[X;, Xy].
i i#k
Notice that Var[X;] = P[4;] — P[A4;]? < P[4;]. Hence

Var[X] < E[X] + ) Cov[X;, Xx].
ik

Proposition 2.5. Var[X] < E[X] + E[X]S(X).

Proof. We will show that >, Cov[X;, Xj| < E[X]|S(X) and then apply Proposi-
tion 2.4. We have that

:ip[ ) PlA|A] Z i1 PlAA].

k~1 k~1
Since all A; are symmetric, >, P[Ax|A1] = >, P[Ak|A;] for all fixed 7. Thus,

?) = 2 PlAI D Pl A

k~i

= ZZP P[Ax|Aj]

i=1 k~i
n
=> > PlAn A
i=1 k~i

= P[AxN A

k~i

= E[XiX]

k~i

where the sum ranges over all possible i and k (neither are fixed). Now let’s analyze
Z#k Cov[X;, Xi]. If X; and X}, are independent, then Cov[X;, Xi| = 0. Therefore,

> CovlX, Xi] = Y Cov[X;, Xi] = > E[X;Xx] — E[XE[X,] < ) E[X,X;].

ik ik ink foroi

Applying Proposition 2.4 gives

Var[X] < E[X] + E[X]S(X).
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The last tool we need to prove Theorem 2.7 is Chebyshev’s Inequality. We omit
the proof here, but a proof can be found in section 7.10 of [3].

Lemma 2.6 (Chebyshev’s Inequality). For any a > 0,

P[X — EX]|> o < v20X]

a
Theorem 2.7. If all X; are symmetric, lim,_, . E[X] = 00, and S(X) = o(E[X]),
then X > 0 with high probability with respect to n.

Proof. Dividing Proposition 2.5 through by E[X]?, we have that

Var[X] 1 S(X)
29 EXP < BN B
By Chebyshev’s Inequality,
(2.9) MXEMMSEwns§§§.

Notice that P[X = 0] < P[|X — E[X]| > E[X]]. Combining (2.6) and (2.7),

_ 1S
FX =0 g0 By

Asn — oo, P[X = 0] — 0. Hence, P[X > 0] — 1.

3. FIRST PROOF OF TwO-POINT CONCENTRATION OF CLIQUE NUMBER

With Theorem 2.7 in our repertoire, we return to the clique number of random
graphs and provide our first proof of the two-point concentration. That proof will
rely on knowledge of the expected number of k-cliques in a random graph of n
vertices.

Proposition 3.1. Let G € 4 (n,p). The expected number of k-cliques in G is

<Z>p@x

Proof. Let S be the set of k-sets of the vertices of G. Notice that |S] = (}). For

each k-set, the probability that their induced graph is a clique is p(g), as K} has
(12“) edges and each one is selected with probability p. Using an indicator variable
argument similar to that in the proof of Proposition 1.3, the expected number of
k-cliques in G is

O

The following theorem investigates the clique number of a random graph G €
%(n,1/2) when the expected number of k,-cliques tends to infinity as n tends to
infinity, where k,, ~ 2log, n. It is instrumental in our first proof of the two-point
concentration because it gives the clique number of G a lower bound: w(G) > k,
with high probability.
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Theorem 3.2. Let G € ¥(n,1/2). If k, is a sequence with lim,_, % =00

o("1)

and k,, ~ 2logyn, then w(G) > ky, with high probability with respect to n.

[N

Proof. We will use k to represent k, for efficiency. Let X be the random variable
whose value is the number k-cliques in G. Let A be the set of k-sets of the vertices
of G. Assign an ordering to S, and let S; denote the ith element of S. Let A; be
the event that the k-clique whose vertices are S; is present in G, and let X; be its
indicator variable. Then,

(%)

X = Z X;.

i=1
Let us compute S(X). For ¢ ~ 1, it must be that A; and A; share j vertices,
where 2 < j < n — 1. If they shared fewer than 2 vertices, A; and A; would be
independent, and if they shared more than n — 1 vertices, they would be identical.

1
If S; and S share j vertices, P[A;|A1] = —n—+-
N 2(2)*(2)
given, out of the 2(5) edges needed for the k-clique on S;, (;) are already chosen.

Now, let’s count the number of possible S; which share j vertices with S;. There
are (I;) vertices they could share, and (Z:f) ways to choose the remaining k — j

This is because, since A7 is

vertices of S; (since they cannot be any of the k vertices in S7). Hence,
k—1
k\ (n—k 1
S(x) = ()( ) |
=2 ) k-5) 7m0

We intend to show that S(X) = o(E[X]). Let us, then, analyze %. We have

k— k\ (n—k
S(X) zjl (]) (k—j) 5(2)
EX] = ()
This sum is dominated by the terms produced by j =2 and j = k—1. When j = 2,

E[X - Y~ T oW

n nk 2 2

k=1 (kY (n—k k*nF—2

5(X) _ Z 9 (2) (iZs) G-t k' 16(logyn)*
[

because k ~ 2logyn. When j =k — 1,

S(X)  2k(n—k)27* N 2kn2=* _dlogyn 1
2\2
since lim,,_, o E[X] = oo. Therefore, S(X) = o(E[X]). We can use Theorem 2.7
because all A; are symmetric. Hence, X > 0 with high probability with respect to
n. Thus, there exists a k-clique with high probability. Therefore, w(G) > k with
high probability.

O

Now we are ready for the first proof of the two-point concentration.

Theorem 3.3 (Two-Point Concentration). There exists a sequence k, such that
w(G) = ky or w(G) = ky, + 1 with high probability with respect to n.
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Proof. For any n > 5, the expected number of 3-cliques is greater than 1, and the
expected number of n-cliques is less than 1. Thus, for any n > 5, there exists a

unique j, such that
() LGN

5(r) = NEZD)
For convenience, we will refer to j, as j. By Stirling’s Formula, which states

n! ~ (ﬁ) 2mn.
e

(proven in [5]), we have that

Jn ~ 2logy n.

Therefore, the ratio of the expected number j + 1-cliques to the expected number
of j-cliques is

n—j._. n—2logyn 1 1
.4 2 J ~ - —_— = .
(34) j4+1 2logom+1 n2  plto)
We claim that
4
(; 1
j—1 if <
o(2") T v
kn =
() _ 1
j it s o
’ 205) 7V

(1)
(2

Let n be sufficiently large so that n3 < n'+t°() from (3.4). Consider if

Then,

<

[\
Bl

> P[There exists a clique of size j + 1] = Plw(G) > j + 1].

()
2()

Sl-

Hence Plw(G) > j + 1] — 0. By the definition of j, we have > 1. Hence,

;)
2(’2")
high probability with respect to n. Hence, w(G) = j — 1 or w(G) = j with high
probability.

(jzl) 1

> ——. In this case:

(2) ~ v
)

2(2)

Therefore, — 00. Thus, Theorem 3.2 tells us that w(G) > j — 1 with

Now consider the case

[\

—
<3

1
>ni,
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n

which means ~2= — oco. Therefore, Theorem 3.2 tells us that w(G) > j with high

2(3)

probability. By the definition of j, we have 1 > (Z;:ll)) Hence,
20 2
19 (jr2)
3 = T i+2)
n4 2( 2 )

which means Pjw(G) > j + 2] — 0. Thus, w(G) = j or w(G) = j + 1 with high
probability.
(]

4. SECOND PROOF OF TwO-POINT CONCENTRATION OF CLIQUE NUMBER

This second proof of the two-point concentration relies on The Janson Inequality.
We omit the proof here, but a proof can be found in chapter 8 of [1].

Lemma 4.1 (The Janson Inequality). Let S be set. Let A = {Ay,..., A,} be
a collection of subsets of S. Let R be a random subset of S, with ps being the
probability that an arbitrary s € S is chosen to be in R. For any A; C S, let B; be
the event that A; € R. Let the random variable X be number of elements of A in
R. Then

2

H P[B;] <P ﬂ
Furthermore, zf IF’[Ai C R <e=0(1) for all A; € A,
[[PBi] ~ e =X,
i=1
Finally, now equipped with The Janson Inequality, we provide the second proof

of the two-point concentration theorem. This proof offers more insight into the two
values on which the clique number concentrates.

<exp( E[X]+E[X]S<X)).

Proof. Let mj, be the real number such that

(h _,
2()
Let my, be the least integer such that
mg
(%) 5 .

2(5)

Notice that my > mj}, > my, — 1, which means mj, ~ my,. Hence

(")

SO
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Let

e (14 2500)

k

where A is some real number. We have that

~ ~

2(5) k12(2) 2(3)

I G WY (1 Ao (Ao’

because g?ji; =1+ o(1). Therefore,
g%; = (1+0(1)) (1 + “‘)(”)k
o)
_ {(1 +o(1)) (1 4 ”k‘)(l)ﬂk

o)

=

— |+ o)

= +0(1)

Therefore, as k approaches infinity, the expected number of k-cliques in a random
graph G with ny, vertices and edge probability 1/2 approaches e*. Let us apply
The Janson Inequality. Let C' be the set of all k-sets of V(G) and assign C' an
arbitrary ordering, where C; denotes the ith member of C. In this situation, S
from The Janson Inequality is the set of all possible edges of G, R is the set of
edges chosen with probability 1/2, and a particular A; is the set of all possible
edges produced by the vertices in C;; that is, the edges of the k-clique whose
vertices are C;. Additionally, X is the number of k-cliques in the random graph.

nk
Hence, E[X] = ((’“k)) — ¢ which means that k ~ 2log, n. Therefore, we see from
o\2

the proof of Theorem 3.2 that S(X) = o(E[X]) = o(e*+0(1)). Hence, S(X) = o(1).
Since

1
PlA] = —5 = o(1)
2(2)
for all 7, The Janson Inequality tells us that
() A
lim P(B;,))=e"°.
k—o0

Thus, The Janson Inequality further tells us that
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(%)
e +o(1) <P | [ Bi| <exp (IE[X] + E[X]ZS@()) ,
=1

We know from the proof of Theorem 3.2 that S(X) = o(1). Since E[X] approaches
a constant,

(%)
e—eA 4 0(1) < P m Bi < €—6>\+0(1).

i=1

ng
Thus, P [ﬂl(_’“l) Bi] e + o(1). Therefore,

(4.2) Plw (G (n,1/2)) < k] = e + o(1).
Fix K > 0 arbitrarily. Let

) ()]

Since

Stirling’s Formula tells us that

g2 E\F
m’,jﬁk i (> 2k

€

my ~ L\/ik
ev?2
Hence, mm’“—:l ~ /2. Thus, for any fixed K, there exists a jx such that for all
k> ik, mrzzl is sufficiently large and % is sufficiently small so that the intervals
{L;}2 4, are disjoint. Consider any n > m,,. Let k' be the smallest k such that
my, > n. Then my > m;,, which means k' > jg since the sequence my, is monoton-
ically increasing. Therefore, the intervals Iy _o, I}/ 1, I}, I}v 41 are disjoint. Since
My > n > my_1, either n € Iy, n € Iy_q, or n lies between I, and [I/_.

If n € I/, then

K K
Mk —1 1+m <n < mpy 1—m .

By (4.2), we have that

P [w (G (mkfl (1 + k,K_1> ,;)) <k - 1} —e " +o(1).

Because my/_1 (1 + %) < n, we have

Plw(G(n,1/2)) <k —1] < e =" +o(1).
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Since k' — oo as n — oo, we see that the o(1) term goes to 0 as n — co. More-

over, K can be made arbitrarily large, making e arbitrarily small. Hence,

w((G (n,1/2)) > k' — 1 with high probability with respect to n.
Using similar logic, we have
Plw(G(n,1/2)) <k +1]>e° " +o(1)
which implies that w((G (n,1/2)) < k¥’ + 1 with high probability with respect to n.
Therefore, w((G (n,1/2)) =k — 1 or w((G (n,1/2)) = k' with high probability.

Analogously, if n € I/_1, we have that w((G (n,1/2)) =k — 2 or w((G (n,1/2)) =
k' — 1 with high probability.

Now consider if n lies between Iy,_1 and Iy.. Then,

K K
mk/1<l+k/_1)<n<mk/ (l_kl>

K

Plw(G(n,1/2)) <k’ —1]<e ® +o(1)

Hence,

and
K

Plw(G(n,1/2)) <k]>e®  +o(1)

which means that w (G (n,1/2)) = k' — 1 with high probability with respect to
n. g

Remark 4.3. It turns out that n falls between I,/_; and I» more often than it
falls in Iy/—1 or Is. Thus, w(G) is concentrated on a single value for most n.
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