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Abstract. In classical quantum mechanics, Hamiltonian operators must be

self-adjoint to obtain a physically meaningful energy level. Although the hy-
drogen atom Hamiltonian admits an exact self-adjoint formulation, verifying

this property for the helium atom Hamiltonian is much less trivial. Further-

more, the convergence of helium ground state energy series is not easily de-
termined. In this work, we analyze the reduced form of the Hamiltonian, the

Schrödinger operator, and apply analytic perturbation theory for unbounded

operators to estimate the radius of convergence for the ground state energy
series of the helium Schrödinger operator. We provide 3 derivations for the

lower bound, the last of which provides a valid expansion for the helium Z = 2

case.
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1. Theory of Unbounded Operators

For the duration of this paper, we will be working with Hilbert spaces. That is,
a complex Banach space whose norm is induced by an inner product. We begin
by discussing unbounded operators in a separable Hilbert space, which we denote
as H throughout the paper. An unbounded operator T is different from bounded
operators in that an unbounded operator T is a linear mapping defined on a linear
subspace D(T ) ⊂ H, called the domain of T , and takes value inH. Unless otherwise
stated, we will always use the operator norm

(1.1) ∥T∥ := sup
∥u∥=1

∥Tu∥, u ∈ H.

However, unbounded operators do not necessarily have finite operator norm.
In this section, we introduce the basic definitions and theorems that are useful

for the theory of unbounded operators. Throughout this paper, the standard, well-
established results from [6] will be stated without proof. We refer the reader to the
text if they are interested in the proof.

1.1. Adjoint Operators. The definitions and theorems in this subsection are di-
rectly cited from Section III §§5.1, 5.2, 5.3, and 5.5 of [6]. Henceforth, we only
consider densely defined operators, namely D(T ) is dense within H.

Definition 1.2. Let T : D(T ) ⊂ H 7→ H be a densely defined operator. The graph
of T is the linear subspace

G(T ) := {(x, Tx) : x ∈ D(T )} ⊂ H ×H.

The operator T is said to be a closed operator, if G(T ) is a closed linear subspace
of H ×H. The operator T is closeable if the closure of G(T ) is itself the graph of
some operator T .

Equivalently, T is closed if for any Cauchy sequence {un}n∈N ⊂ D(T ),

lim
n→∞

un = u and lim
n→∞

Tun = v implies u ∈ D(T ) and Tu = v.

Throughout this paper, we use un → u to denote convergence in the Hilbert space
norm. Therefore, T is closeable if and only if for any Cauchy sequence {un}n∈N ∈
D(T ),

(1.3) un → 0 and Tun → v implies v = 0.

We call T the closure of T . Formally, it is the smallest closed extension of T.

The definition of the adjoint for an unbounded operator is slightly more involved
than that for bounded ones. Specifically, it only makes sense for densely defined
operators.

Theorem 1.4. Let T : D(T ) ⊂ H 7→ H be a densely defined operator. Then, for
each v ∈ H there exists z ∈ H such that

(1.5) ⟨Tu, v⟩ = ⟨u, z⟩ for all u ∈ H.

Defining T ∗v = z, we obtain an operator T ∗ : D(T ∗) ⊂ H 7→ H, called the adjoint
of T .

We will be particularly concerned with the case of symmetric adjoint operators.
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Definition 1.6. A densely defined operator T : D(T ) ⊂ H 7→ H is called symmet-
ric, or Hermitian when we only consider complex Hilbert spaces, if D(T ) ⊆ D(T ∗),
and Tu = T ∗u for all u ∈ D(T ). Equivalently, T is symmetric if D(T ) ⊆ D(T ∗),
and for all u, v ∈ D(T ),

(1.7) ⟨Tu, v⟩ = ⟨u, Tv⟩.

It is important to mention that if an operator T is densely defined, then its
adjoint is a closed operator. Using this fact and the definition of being symmetric,
we can actually ascertain that symmetric operators are closeable.

Theorem 1.8. If T is a symmetric operator, then it is closeable.

Proof. By definition of symmetry, for all u ∈ D(A), v ∈ D(A∗), we have

(1.9) ⟨Au, v⟩ = ⟨u,Av⟩ = ⟨u,A∗v⟩, which implies ⟨Au, v⟩ − ⟨u,A∗v⟩ = 0.

Thus, G(−T ∗) annihilates G(T ). In other words,

G(−T ∗) = G(T )⊥

where G(T )⊥ is a closed subset of H × H. Because T ∗ is also densely defined (to
be justified shortly), taking the orthogonal complement once again gives

G(T ∗∗) =
(
G(T )⊥

)⊥
,

where G(T ∗∗) is also closed. However, in a Hilbert space the orthogonal comple-
ment of the orthogonal complement of a set is the original set’s closure, meaning
G(T ∗∗) = G(T ) as required.

The rest of this proof will be dedicated to proving that T ∗ is densely defined.
We first assume that it is not dense. A linear subspace in H is dense if and only if
its orthogonal complement is trivial, so we can assume there exists some nonzero
v ∈ H such that

(1.10) ⟨v, u⟩ = 0 for all u ∈ D(T ∗).

This implies (v, 0) ∈
(
G(T )⊥

)⊥
= G(T ). Therefore, T is closeable with closure T .

By the definition of closeability, there exists some Cauchy sequence {xn}n∈N ∈ D(T )
such that

lim
n→∞

xn = 0, lim
n→∞

Txn = v.

By closeability, it is necessarily true that v = {0}. This implies that the orthogonal
complement of D(T ∗) is {0}, which implies that D(T ∗) is dense as required. □

We now recall the definition of an unbounded self-adjoint operator.

Definition 1.11. A densely defined operator T : D(T ) ⊂ H 7→ H is called self-
adjoint if D(T ) = D(T ∗) and T is symmetric. In other words,

(1.12) T = T ∗.

1.2. Relative Boundedness. Although an unbounded operator may not admit a
finite norm, one can still define boundedness at least on the domain of some other
operator. These definitions and theorems are directly cited from sections IV §§1.1
and 1.3 of [6].
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Definition 1.13. Let T and A be densely defined operators on H with D(A) ⊃
D(T ). We say that A is relatively bounded with respect to T or is T -bounded, if for
some a, b ≥ 0,

(1.14) ∥Au∥ ≤ a∥u∥+ b∥Tu∥, for all u ∈ D(T ).

We call the infimum of b that satisfies this bound, b0, the T -bound of A.

Relative boundedness can be extended to other operators.

Corollary 1.15. Take T and A as (1.14) with T -bound b < 1 and define S = T+A.
Assume further there exists a densely defined operator A′ such that (1.14) holds for
some b = β. Then for u ∈ D(T ), A′ is S-bounded with S-bound β(1− b)−1.

Proof. From (1.14) and the definition S = T +A,

∥Au∥ ≤ a∥u∥+ b∥Tu∥ = a∥u∥+ b∥(S −A)u∥.
Since b < 1, rearranging gives

(1.16) ∥Au∥ ≤ 1

1− b

(
a∥u∥+ b∥Su∥

)
.

By assumption on A′,

∥A′u∥ ≤ a∥u∥+ β∥Tu∥ = a∥u∥+ β∥(S −A)u∥.
Applying (1.16) to control ∥Au∥, we obtain

∥A′u∥ ≤ a

(
1 +

β

1− b

)
∥u∥+ β

1− b
∥Su∥.

A′ is then S-bounded with S-bound β
1−b . □

Definition 1.17. Let T,A : X → Y be operators where D(A) ⊃ D(T ). Let
un ∈ D(T ) be a Cauchy sequence. If {un}, {Tun} are bounded and {Aun} has a
convergent subsequence, then A is relatively compact with respect to T or T -compact.

If A is T -compact then it is also T -bounded.
We are at the place to introduce one of the most important results in the theory

of unbounded operators which we cite from [9].

Theorem 1.18 (Kato-Rellich Theorem I). Let T : D(T ) ⊂ H 7→ H be self-adjoint
and A be T -bounded with b < 1. Then, T +A : D(T ) ⊂ H 7→ H is still self-adjoint.

1.3. Sesquilinear Forms. The tools we have developed thus far are enough for a
discussion on unbounded operators. However, it is generally difficult to extrapolate
any information from them. As we will see shortly, it is far easier to deal with
operators when associating them with a form. These definitions and theorems are
directly cited from sections VI §§1.1-4, 1.7, 2.1, and 2.3 of [6].

Let H be a Hilbert space as before. A sesquilinear form is a function t : D(t)×
D(t) 7→ C defined on a dense subspace D(t) ⊂ H, which is linear in the 2nd
argument and conjugate linear in the 1st argument. A sesquilinear form t is called
symmetric or Hermitian if for u, v ∈ D(t),

t(u, v) = t(v, u).

We shall see later that a Hermitian sesquilinear form will naturally give rise to
self-adjoint operators under some mild conditions. Therefore, we will exclusively
work with Hermitian forms.
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We also define t[u] = t(u, u) to be the quadratic form related to t. Specifically,
when t is Hermitian, the quadratic form t[u] is real-valued. Associated to quadratic
forms is the notion of coercivity.

Definition 1.19. A symmetric form t is said to be coercive if the set of (real)
values t[u] for ∥u∥ = 1 is bounded from below:

t[u] ≥ γ∥u∥2, u ∈ D(t)

for γ ∈ R. The supremum of γ that satisfy this bound, γ0 is called the lower bound
of t. If γ0 ≥ 0, t is called non-negative.

The quadratic form also lets us use the graph norm on t[u].

∥u∥t := ∥u∥H + t[u], u ∈ D(t).

The notions we built in the previous sections still apply here.

Definition 1.20. A sesquilinear form t′ is said to be relatively bounded with respect
to a given sesquilinear form t, or simply t-bounded, if D(t′) ⊃ D(t), and

|t′[u]| ≤ a∥u∥2 + b t[u], u ∈ D(t),

where a, b ≥ 0. The t-bound of t′ is then the infimum of b that satisfies the bound.

We retain similar notions of closedness and closeability as with operators. How-
ever, sesquilinear forms make the sequential definition far easier to work with.

Definition 1.21. We say that a densely defined sesquilinear form t on H is closed,
if for any Cauchy sequence {un}n∈N ∈ D(t):

un → u, t[un − um] → 0, implies u ∈ D(t), t[un − u] → 0.

We then call a sesquilinear form t closeable if

un → 0, t[un − um] → 0, implies t[un] → 0.

Let {un}n∈N, {vn}n∈N ∈ H be Cauchy sequences such that for some u, v ∈ H,
un → u, vn → v, and t[un − um], t[vn − vm] both converge in norm to 0. Then, we
define the closure t as

(1.22) t(u, v) = lim
n→∞

t(un, vn),

where D(t) contains all such u, v ∈ H. t exists independant of the chosen approxi-
mating sequences.

We can begin to connect sesquilinear forms to unbounded operators via the form
analogue for the Riesz representation theorem.

Theorem 1.23 (Representation Theorem). Let a be a symmetric, closed, densely
defined, coercive sesquilinear form on H, with domain D(a). Then, for u ∈ D(a),
there exists w ∈ H such that

a(u, v) := ⟨w, v⟩
for every v in a dense subset of D(a). Defining Au = w, we obtain a self-adjoint
operator A : D(A) ⊂ H 7→ H such that D(A) ⊆ D(a), where the closure of D(A) is
D(a).

With this powerful tool, we can begin to extend properties derived from the
sesquilinear form to the corresponding operator such as relative bounds and closed-
ness.



6 MATTEO MOESSNER

Corollary 1.24. Let t be a coercive symmetric sesquilinear form and T the asso-
ciated, symmetric operator such that D(t) = D(T ). Then, t is closeable.

Proof. Let T be a symmetric operator and let

t(w, v) = ⟨Tw, v⟩,

where D(t) = D(T ). Because we assume t to be coercive, we use Theorem 1.23 to
state that T is uniquely associated to t. Let {un} ∈ D(t) and assume un → 0 and
t[un − um] → 0. By the definition of closeability, we want to show this implies

lim
n→∞

t[un] = 0.

We use the graph norm of t as follows:

∥u∥t = ∥u∥H + ∥Tu∥H.

By assumption, un converges in this norm to 0. Additionally, by Lemma 1.8 it
follows that Tun also converges in norm to 0. Therefore, t is closeable.

Now, from (1.22) we wish to find some t such that for {wn}, {vn} converging in
norm to w, v respectively, but w, v /∈ D(T ), we have

t(w, v) = lim
n→∞

t(wn, vn) = lim
n→∞

⟨Twn, vn⟩.

It follows that (w, Tw), (v, Tv) are elements of the closure of G(T ). Therefore, since
symmetric forms are always closeable by Lemma 1.8, T , the closure of T, is well
defined. Therefore, t is closeable as required. □

Henceforth, we refer to such a T associated with t the Friedrichs extension of T .
We will see with the hydrogen Schrödinger operator that there are operators whose
closures are only well defined when associated with a sesquilinear form. However,
D(T ) may not continue coinciding with D(t), such as in the case of the Laplacian
operator we will consider later.

1.4. Spectral Theory. We now recall the spectral theory for unbounded opera-
tors, following §32 [7].

Let T : D(T ) ⊂ H 7→ H be a densely defined operator. A complex number λ ∈ C
is said to be a spectral point of T , if there is no bounded inverse (T −λI)−1 : H 7→
D(T ) ⊂ H defined on the whole of H. The spectral set of T is denoted as σ(T ).
The resolvent set ρ(T ) is the set of all λ ∈ C such that (T − λI)−1 is well defined.
Namely, ρ(T ) = C \ σ(T ).

The resolvent of T is an operator-valued function defined for the variable z ∈
ρ(T ) ⊂ C:

(1.25) R(T, z) := (T − zI)−1.

Given λ ∈ σ(T ), we distinguish the following cases:

(1) The point spectrum σp(T ) is the set of eigenvalues λ ∈ C of T with finite
multiplicity.

(2) The essential spectrum σess(T ) is the set of points λ ∈ C such that either
the null space of T − λI is infinite dimensional, or the range of T − λI is
not a closed subspace of H.

There are several results from finite-dimensional linear algebra that we want to
generalize to infinite-dimensional spaces.
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Theorem 1.26. Let t be a symmetric, closed, densely defined, coercive sesquilinear
form with associated self-adjoint operator T : D(T ) ⊂ H → H. Further, assume
σ(T ) is bounded from below and for all λ1 ∈ σp(T ), λ2 ∈ σess(T ), λ1 ≤ λ2. Then,

inf
u∈D(T ),∥u∥=1

t[u] = inf σp(T ).

One can interpret this theorem as a infinite-dimensional generalization of the
min-max theorem from finite-dimensional linear algebra. This comes as a conse-
quence of Theorem 6.1 in [4]. This gives us an important corollary for defining a
generalized inverse operator.

Corollary 1.27. Let T : D(T ) ⊂ H → H be a self-adjoint operator associated to
a positive sesquilinear form t where R(T ) is the range of T . Then there exists an
operator T−1 : R(T ) → D(T ) satisfying

(1.28) T (T−1) = I : D(T ) → D(T ).

Proof. For t to be positive, there must exist some α > 0 such that

inf
u∈D(T ),∥u∥=1

t[u] ≥ α > 0.

By Theorem 1.26, this means

inf σ(T ) ≥ α > 0.

This necessarily implies that ker(T ) = {0}. Because T is injective, there exists
some injective operator T−1 : D(T−1) ⊂ H 7→ H, where D(T−1) is equal to the
range of T , such that

T (T−1) = I

which maps u 7→ u as required. □

We now cite the 2nd Kato-Rellich theorem from [9], whose content justifies the
terminology relative compactness: the essential spectrum is stable under compact
perturbations, while the point spectrum may vary.

Theorem 1.29 (Kato-Rellich Theorem II). Let T be self-adjoint and A be T -
compact. Then σess(T ) = σess(T +A).

We present one last, important theorem on the spectra of self-adjoint operators.

Theorem 1.30. Self-adjoint operators have closed, real spectra.

Although this is a mathematical paper, we admit that the operators we will be
working with have physical meanings, and so should their eigenvalues. We thus
want operators to be self-adjoint, so that all possible eigenvalues are real, therefore
of concrete physical meanings.

2. Perturbation Theory

In this section, we present the basic aspects of analytic perturbation theory in
Hilbert spaces. We will be considering an operator-valued function T (κ), where κ
varies in some domain Ω ⊂ C. It is called the perturbation parameter.

For bounded operators, there is already a holomorphic functional calculus closely
paralleling single-variable complex analysis. However, when dealing with unbounded
operators, the operator norms are typically not defined. Therefore, we will need
broader notions of being holomorphic. Here, we discus holomorphic families that
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may not be holomorphic in the operator norm, but are still holomorphic in the
strong or weak topology.

2.1. Homomorphic Families of Type (A). This is the first of two useful holo-
morphic families we will consider in the paper. These definitions and theorems are
directly cited from sections VII §§1.2 and 2.1-2 of [6]. The operator-valued function
T is given by

T :
(
Ω ⊂ C,D(T ) ⊂ H

)
→ H,

where Ω is a domain in the complex plane where the “perturbation parameter”
varies. But for notational simplicity, we shall consider instead D(T (κ)), the do-
main of the κ-dependent family of operators. The following definition comes from
Chapter VII.2 in [6].

Definition 2.1. A family T (κ) of densely defined operators on H is said to be
holomorphic of type (A) if:

• D(T (κ)) = D is independent of κ.
• T (κ)u is holomorphic for κ ∈ Ω for every u ∈ D. This is known as point-
wise analyticity.

Recalling the definition of vector-valued holomorphy, T (κ) is holomorphic on Ω
if for every fixed u ∈ D,

lim
z→κ

T (z)u− T (κ)u

z − κ

exists in H. Then, the map u 7→ limz→κ
T (z)u−T (κ)u

z−κ defines a linear operator

T ′(κ) : D 7→ H we call the derivative of T (κ). Convergence is then taken in the
strong topology for fixed u ∈ D. This definition of holomorphy is convenient because
it allows for a point-wise Taylor expansion of T (κ)u. That is, for each κ0 ∈ Ω, we
can write for κ in some small disk centered at κ0,

(2.2)
T (κ)u =

∞∑
n=0

(κ− κ0)
nT (n)u

= T (0)u+ (κ− κ0)T
(1)u+ (κ− κ0)

2T (2)u+ · · · u ∈ D.

In fact, we can formulate a criterion of (A)-holomorphicity, which tells us that the
power series (2.2) has a convergence radius independent of u ∈ D.

Theorem 2.3. Let T (0) be a closable operator with D(T (0)) = D. Let T (n), n =
1, 2, . . ., be densely defined operators with domains containing D, and suppose there
are constants a, b, c ≥ 0 such that

(2.4)
∥∥∥T (n)u

∥∥∥ ≤ cn−1
(
a∥u∥+ b

∥∥∥T (0)u
∥∥∥) , u ∈ D, n = 1, 2, . . .

where the bound is uniform in n but exponential in c. Then, (2.2) defines an
operator T (κ) with domain D for |κ| < 1/c. If |κ| < (b+c)−1, then T (κ) is closable
and the closures T (κ) for such κ form a holomorphic family of type (A).

The series (2.4) is greatly simplified in case T (2) = T (3) = · · · = 0, namely, when
T (κ) is formally linear in κ. In this case we can choose c = 0 and require only

(2.5)
∥∥∥T (1)u

∥∥∥ ≤ a∥u∥+ b
∥∥∥T (0)u

∥∥∥ , u ∈ D.
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Therefore, our definition of relative boundedness from (1.14) extends to defining
holomorphic families as well. This is not a coincidence, as one should consider this a
generalization of Cauchy’s estimate for Taylor expansions of holomorphic functions.

2.2. Holomorphic Families of Type (B). These definitions and theorems are
directly cited from VII §§4.1-2 and 4.5 in [6]. Like operators, we can define holo-
morphic families of sesquilinear forms {t(κ)} by taking assumptions similar to those
of A-holomorphicity.

Definition 2.6. A family T (κ) of densely defined operators on H is said to be
holomorphic of type (B) if:

• T (κ) is the operator associated with a family of densely defined sesquilinear
forms t(κ), whose domain in H, D, is independent of κ.

• For each fixed u, v ∈ D(t), t(κ)(u, v) is holomorphic.

Like with the A-holomorphic operator, for each fixed u, v ∈ D(t) we may expand
t into a convergent power series in κ

t(κ)(u, v) = t(u, v) + κt(1)(u, v) + κ2t(2)(u, v) + · · · .
It is important to mention that this is still a notion of holomorphicity in the weak
sense.

Generally, there is no special relationship between holomorphic families of type
(A) and (B). There is for a self-adjoint family of type (A).

Theorem 2.7. If a holomorphic family T (κ) of type (A) is self-adjoint for κ in a
neighborhood of the real axis and is bounded from below for some real κ, then it is
a holomorphic family of type (B). Additionally, the T (n)’s in the power series (2.2)
satisfy

(2.8)
∣∣∣⟨T (n)u, u⟩

∣∣∣ ≤ cn−1
(
a∥u∥2 + bRe⟨T (0)u, u⟩

)
, u ∈ D,

with constants a ≥ 0 and 0 ≤ b < 1.

We can similarly set c = 0 if T (n) = 0 for n > 1 as in (2.5). In this case, we
obtain

(2.9)
∣∣∣(T (1)u, u)

∣∣∣ ≤ a∥u∥2 + bRe⟨T (0)u, u⟩.

2.3. Eigenprojections. As we previously explained, the power series of T (κ) con-
verges (in a weaker sense) within some radius of convergence ρ. Without loss of
generality, suppose that we are considering κ varying within a neighbourhood of
0 ∈ C. We are interested in how the isolated eigenvalues of T (κ) change with
respect to κ. Within the scope of this paper, we will only deal with simple eigen-
values. These definitions and theorems are directly cited from sections VII §4.6 of
[6].

This is where the resolvent operator comes into play. We take (1.25) and modify
it only to include the dependence on κ, giving us

R(T (κ), z) =
(
T (κ)− zI

)−1
.

As long as we look at a punctured domain and the resolvent set ρ(T (κ)), the
operator-valued function R(T (κ), z) is jointly holomorphic in both variables κ, z,
in the usual, strong sense at least within some radius of convergence ρ0. The
singularities of R(T (κ), z) correspond exactly to the spectrum of T (κ).
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Theorem 2.10. Let T (κ) be a holomorphic family of type (A) or (B). Let R(T (κ), z)
be the corresponding resolvent operator. Assume that T (0) has a simple eigen-
value λ. Let Γ be a contour that separates λ from the rest of σ(T (0)) where
Γ ∩ σ(T (0)) = ∅. Then the bounded linear operator

(2.11) P (κ) :=
1

2πi

∮
Γ

R(T (κ), z)dz

is holomorphic in the operator sense in κ, and is indeed a projection operator onto
the eigenspace of λ(κ). Specifically, P (κ) has a series expansion that converges for
|κ| < ρ0, the same radius as R.

Proof. We take T (κ),R(T (κ), z), λ(κ),Γ as stated in Theorem 2.10. By the Cauchy
Residue theorem

P (κ) =
1

2πi

∮
Γ

R(T (κ), z)dz = Res(R(T (κ), z), λ(κ)).

At the singularity, R(T (κ), z) now becomes a meromorphic function which we sep-
arate into the principal part and the holomorphic part

(2.12)

m∑
i=1

Ai

(z − λ)i
+A0.

m is the algebraic multiplicity of the eigenvalue. This decomposition is only well
defined if we assume that the singularity maintains a fixed multiplicity. To ensure
this is the case, assume λ(κ) is simple. The residue corresponds to A1 in (2.12),
which can be obtained via

lim
z→λ

(z − λ)(T (κ)− zI)−1.

It exists via l’Hôpital’s rule.
We now show this is a projective operator via P 2 = P . By Hilbert’s identity

and the Cauchy integral formula,

P 2 =

(
1

2πi

)2 ∮
Γ

∮
Γ

R(T (κ), z)−R(T (κ), w)

z − w
dzdw =

1

2πi

∮
Γ

R(T (κ), w)dw.

(2.13)

Therefore, P (κ) is indeed a projection operator. Given this is a projection operator
corresponding to an eigenvalue, it follows that P (κ) projects onto the eigenspace
of λ(κ).

We now must show P (κ) is holomorphic. Take a compact domain U ⊂ C and
fix k0 ∈ U . For a compact domain U × Γ where joint holomorphicity applies, the
resolvent is continuous, which implies the uniform bound

(2.14) ∥R(T (κ), z)∥ ≤M.

Assume |Γ| = L. Then we get

|P (κ)| =
∣∣∣∣ 1

2πi

∮
Γ

R(T (κ), z)

∣∣∣∣ ≤ ML

2π
.

By the holomorphicity of R(T (κ), z) and the uniform bound, P (κ) is continuous.
By assumption, (2.5) holds, which means there exists some C such that the

following uniform bound holds

∥∂κT (κ)∥ ≤ C.
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This means the derivative of the resolvent is also uniformly bounded

∥∂κ(T (κ)− zI)−1∥ =
∥∥− (T (κ)− zI)−1(∂κT (κ))(T (κ)− zI)−1

∥∥ ≤ CM2.

where in the last step we used (2.14). Because ∂κT (κ) is uniformly bounded, in
∂κP (κ) we can interchange the integral and derivative. Taking the bound once
more,

|∂κP (κ)| =
∣∣∣∣ 1

2πi

∮
Γ

∂κR(T (κ), z)

∣∣∣∣ ≤ LCM2

2π
.

Therefore, P (κ) is holomorphic, so we can also expand it into a Taylor series. To
determine the radius of convergence we note that in II.3 of [6], Kato derives

R(T (κ), z) = R(T (0), z)

[
I +

( ∞∑
n=0

κnT (n)

)
R(T (0), z)

]−1

.

The power series in the above will then converge if∥∥∥∥∥
( ∞∑

n=0

κnT (n)

)
R(T (0), z)

∥∥∥∥∥ < 1.

By the triangle inequality,∥∥∥∥∥
( ∞∑

n=0

κnT (n)

)
R(T (0), z)

∥∥∥∥∥ ≤
∞∑

n=1

|κ|n
∥∥∥T (n)R(T (0), z)

∥∥∥ .
To ensure convergence, we then require that |κ| < 1. The contour Γ is compact,
guaranteeing a minimum z ∈ Γ, which we call ρ0. If we assume that |z| < 1, then

|κ| < ρ0 = min
z∈Γ

|z|

gives a uniform lower bound for the convergence of R(T (κ), z) by the Weiertrass
M -test. Because of its dependence on R(T (κ), z), P (κ) has the same radius of
convergence ρ0 as required. □

Therefore, to determine the radius of analyticity ρ0 for R(T (κ), z) we can solve
ρ0 for P (κ). Finally, for type (B) operators, ρ0 can be written as

(2.15)

ρ0 = inf
z∈Γ

(
ε∥(a+ bT (κ))R(T (κ), z)∥+ c

)−1

= inf
z∈Γ

inf
λ∈σ(T (κ))

(
ε

∣∣∣∣a+ bλ

λ− z

∣∣∣∣+ c

)−1

.

There exists a similar result for type (A) operators that are not also type (B),
but this is a far cleaner (and easier) way to derive the radius of convergence. It
also follows that since the essential spectrum of T corresponds to the essential
singularities of R(T (κ), z), the Casorati-Weierstrass theorem thwarts any attempt
at acquiring a well-defined projection operator.

Kato also shows that the eigenvalues λ(κ) themselves may be holomorphic. Given
the definition of P (κ) we may define λ(κ) as

λ(κ) :=
1

2πi

∮
Γ

zR(T (κ), z)dz.



12 MATTEO MOESSNER

To deal with eigenvalue crossings and branching, one generally defines a fractional
Puiseux series. If one only considers a simple eigenvalue, then λ(κ) is actually
analytic and admits a perturbation series

λ(κ) = λ0 +

∞∑
n=1

κnλ(n).

For both series, the radius of convergence is still ρ0. Now we admit another fantastic
consequence of self-adjoint operators. According to lemma 1 in [8], if a power series
of κ converges for |κ| < ρ0 and is similarly convergent for real |β| < ρ0, then it
is real-holomorphic on the real line. We then recall Theorem 1.30 and see that
for simple λ(κ), we may analytically continue it on the entire real line. When
we consider the 2-electron problem later, we are fundamentally interested in the
spectrum and convergence of the eigenvalues, and it is merely that the resolvent and
projections (2.15) offer a convenient way to analyze their convergence and behavior
that we use these methods.

3. The Hydrogen Atom

For the remainder of the paper, we will work with the Hilbert space H = L2(R3).
The most important operator in this space that we will analyze is the Schrödinger
operator for a dimensionless single electron atom. Namely,

(3.1) S = −∆− 1

|x|
, x ∈ R3.

where ∆ denotes the Laplacian operator. More specifically, we want to understand
its spectrum. We note that in quantum mechanics, this operator normally involves
several physical parameters

(3.2) H = − ℏ2

2µ
∆− e2

4πε0|x|
.

We shall refer H as the Hamiltonian operator for the (quantum) hydrogen atom
system. The parameters ℏ, µ, e, ε0 are of clear physical meaning:

• ℏ: reduced Planck constant.
• µ: reduced mass of electron.
• e: charge of electron.
• ε0: vacuum permittivity.

The Hamiltonian operator is one of the most important operators in quantum

mechanics, since it describes the total energy of a given system. − ℏ2

2µ∆ denotes the

kinetic energy or momentum of the particle, and in the case of the hydrogen atom,

− e2

4πε0|x| denotes the potential energy, or the energy of the system. The spectrum

of H then corresponds to the possible energy levels the electron can take within the
system, which is fundamentally the most important concept in Physics that we are
concerned with.

We define a unitary dilation operator L : H → H, with the scaling factor to be
determined later, such that L−1HL is a multiple of S. Therefore, to understand
the spectrum of H, it suffices to understand the spectrum of S. For the moment, it
is not yet known if S is self-adjoint. This is an immense issue since if the spectrum
is not real, the eigenvalues (hence the energy levels) are complex, which make little
physical sense. As such, we want to show that S (henceH) is a self-adjoint operator.
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3.1. Step 1: The Sesquilinear Form of the Laplacian. Here, we show the true
power of a sesquilinear form, especially in the context of exploring the properties
of an operator like the Laplacian.

Theorem 3.3. There exists a unique Friedrich’s extension of −∆ that is self-
adjoint.

Proof. Let us define ∆ first on the dense domain C∞
0 (R3) ⊂ H1

0 , where the latter
is itself a dense subspace of L2(R3). For u, v ∈ C∞

0 (R3), we use Green’s identity

⟨u,−∆v⟩L2 =

∫
R3

u · (−∆v) =

∫
R3

∇v · ∇u =

∫
R3

−∆u · v = ⟨−∆u, v⟩L2 .

This is possible due to compact support. This tells us two major things:

(1) −∆ is symmetric. However, as long as we put restrictions on the domain
of −∆, the dual domain is H2(R3), the 2nd Sobolev space, which is indeed
a superset of C∞

0 (R3). Elements in H2(R3) are not restricted to compact
support nor need even be differentiable in the classical sense, but “weakly”
differentiable. Therefore, −∆ is symmetric but not self-adjoint.

(2) We can associate ⟨−∆u, v⟩ with the sesquilinear form:

a(v, u) := ⟨∇v,∇u⟩L2 .

The form a is not closed, but due to Theorem 1.24, it is still closeable (recall
a[u] is non-negative).

Our strategy is then to extend −∆ to a self-adjoint operator by first extending
a to the Sobolev space H1

0 (R3), the closure of C∞
0 (R3) under the norm

∥u∥2H1 := ∥∇u∥2L2 + ∥u∥2L2 .(3.4)

The corresponding Friedrich’s extension −∆̃ will be called the “weak Laplacian.”
To justify this naming, we examine the graph norm associated to ∆̃:

∥u∥2−∆̃
= ∥u∥2L2 + ∥∆̃u∥2L2 .

This coincides with the H2 norm, so D(−∆̃) is H2(R3). Technically, it is actually
H2 ∩ H1

0 , but if we are considering functions defined over all of R3, then H2 is a
strict subset of H1

0 . It is still dense within H1
0 since

(3.5) C∞
0 (R3) ⊂ H2(R3) ⊂ H1

0 (R3).

Similarly, the dual spaces of Sobolev spaces have the inverse inclusion H−2∩H−1 =
H−1.

Accordingly, we define the closed extension

(3.6) ⟨−∆̃u, v⟩H−1,H2 = ã(v, u) = ⟨v, u⟩H1
0
.

The form ã is defined on all of H1
0 , therefore densely defined on L2. By definition,

⟨u, u⟩H1
0
is coercive. By the Representation Theorem 1.23, −∆̃ is the self-adjoint

operator satisfying (3.6). There then exists a uniquely defined w = −∆̃u where
w ∈ L2 as required. For notational simplicity, we shall henceforth only use −∆
with the caveat that this always refers to the weak Laplacian. □
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3.2. Step 2: Relative Compactness of the Coulomb Potential. We now
return to the Schrödinger operator:

S = −∆+ q(x)

where for now, q(x) is some arbitrary potential function. The following two sections
will follow V §§5.1-3 in [6]. We have extended −∆ into a self-adjoint operator, but
we need to check that the Coulomb perturbation has a satisfactory relative bound
with respect to the Laplacian. To this end, Kato derives Lemma 5.8 and Theorem
5.7.

Theorem 3.7. Consider S = −∆+ q(x), where the potential

(3.8) q(x) = q0(x) + q1(x)

is such that q0(x) ∈ L∞, and q0(x) → 0 when |x| → ∞, while q1(x) ∈ L2. Then S
is bounded from below and q(x) is −∆-compact with −∆-bound 0.

Now, we prove the following important lemma to show that the Coulomb poten-
tial satisfies the given criteria of Theorem 3.7.

Lemma 3.9. Let q(x) = 1
|x|β where β > 0 and x ∈ R3. Then, q(x) satisfies (3.8)

for any β < 1.5.

Proof. We want to split q into a q0 and q1. To accomplish this, we consider a
smooth, compactly supported function b(x) that equals 1 when |x| ≤ 1 and vanishes
when |x| ≥ 2. We then split

(3.10) q(x) = q(x)(1− b(x)) + q(x)b(x) =: q0(x) + q1(x).

q0(x) is smooth and tends to zero when |x| → ∞. As for the function q1(x), we
observe that the singularity at x = 0 does not destroy its L2 integrability: the L2

norm ∫
Rn

|q(x)b(x)|2dx

is computed under the polar coordinates as

(3.11) Cn

∫
R+

|r|−2βb(r)2r2dr ≤ Cn

∫ 2

0

|r|(2−2β)dr

where Cn is a dimensional constant. Since β < 1.5, this last integral is convergent.
This shows that q1 ∈ L2. □

Therefore, the Coulomb potential has ∆-bound 0. By Theorem 1.18, the Schrödinger
operator is self-adjoint. This decomposition works for the single-electron Coulomb
potential but fails in the two-electron case, where the stronger singularity leads to
divergence. We will return to this issue later.

3.3. Step 3: The Spectrum. In this stage, we can now analyze the spectrum of
the Schrödinger operator:

Theorem 3.12. Let S be the dimensionless Schrödinger operator defined in (3.1).
The essential and point spectrum of S are respectively

(3.13) σess(S) = [0,+∞), σp(S) =

{
− 1

(n+ 1)2
: n ∈ N ∪ {0}

}
.
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Proof. First, we admit that by the Fourier-Plancherel theorem, there is a linear
isometric map F : H → H, defined by

Fu(k) = û(k) :=

∫
R3

u(x)eix·kdx, u ∈ H2(R3).

For u ∈ H2(R3), a direct computation via Green’s formula gives

(3.14) F : −∆u→ |k|2û(k), u ∈ H2(R3).

This shows that−∆ indeed is conjugated to a multiplicative operator via the Fourier
transform. By the properties of multiplicative operators, the spectrum of −∆ is
the essential range of |k|2, which in this case is R+. Therefore,

σess(T ) = [0,∞).

A would-be square-integrable function f(x) of −∆must satisfy |k|2f̂(k) = λf̂(k).

This shows that the Fourier support of f̂ ∈ L2(R3) must be contained in the sphere

|k| =
√
λ, which is of Lebesgue measure zero, leading to a contradiction. Therefore,

−∆ has no point spectrum.
Now, we consider the full operator S. As indicated by Theorem 3.7, because

the Coulomb potential vanishes at infinity, it is ∆-compact. As such, by 3.7, S is
self-adjoint. By Theorem 1.29, σess(S) = σess(−∆).

As for the point spectrum, we in fact have the following famous Bohr Formula:
the point spectrum of S (which we henceforth call the “energy levels”) consists
exactly of

(3.15) En := − 1

(n+ 1)2
, n ∈ N ∪ {0}.

The eigenfunctions corresponding to En are given by

(3.16) Ψnℓm(r, θ, φ) :=

√(
2

n

)3
(n− ℓ− 1)!

2n(n+ ℓ)!
e−ρ/2 ρℓ L2ℓ+1

n−ℓ−1(ρ)Y
m
ℓ (θ, φ),

where

• ρ = 2r/(na∗0), with a
∗
0 = 4πε0ℏ2

µe2 being the reduced Bohr radius.

• L2ℓ+1
n−ℓ−1 is the standard generalized Laguerre polynomial of degree n−ℓ−1.

• Y m
ℓ is the standard spherical harmonic function of degree ℓ and order m.

• The multiplicity of each energy level En is n2.

The derivation is well known, and we encourage the reader to refer to [5] or
their favorite quantum mechanics textbook. By convention, each Ψnℓm is called an
“eigenstate.” Ψ000 is then called the ground state with the corresponding energy
level E0 called the ground state energy.

□

Remark 3.17. Physically speaking, via the Fourier transform, we can infer that
the continuous spectrum refers to particles that are in free motion. These are
so-called “scattering” states. On the other hand, the addition of the Coulomb
potential causes states to have a localized radial position in space, bounding them
in a potential “well.” Electrons are forced to exist in discrete bands around the
nucleus, so we call these the “bound states.” For the purpose of the one- and two-
electron problems, we assume a priori that no outside influence is affecting the
potential, such that we only care about the point spectrum.
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3.4. Step 4: Scaling of the Hamiltonian. The attentive reader might realize
that the given formulas for the energy and eigenstates in (3.16) and (3.15) are not
as usually presented. Notably, they are scaled down! Let us finally show how to
pass from the spectrum of S to the spectrum of H, the “physical” Schrödinger
operator in (3.1).

Corollary 3.18. Given α, β > 0, let Lα,β be the unitary dilation operator on H
defined by

(Lα,βu)(x) :=

(
β

α

)3/2

u

(
α

β
x

)
.

Then the rescaled operator

(3.19) Sα,β := −α∆− β

|x|

satisfies Sα,β = (β2/α)L−1
α,βSLα,β. Consequently, the spectrum of the left-hand-side

of (3.19) reads

(3.20) σp(Sα,β) =

{
β2

α
En : n ∈ N0

}
, σess(Sα,β) = [0,+∞)

Proof. We begin with the rescaled Schrödinger operator

Sα,β = −α∆− β

|x|
.

We define Lα,β by considering the rescaling x̃ = α
βx which homogenizes the equa-

tion. As a result of this transformation, we have

(3.21) −α∆x − β

|x|
=
β2

α

[
−∆x̃ − 1

|x̃|

]
.

This is exactly the conjugation between Sα,β and S we are looking for, and solving
for the spectrum gives us the desired spectrum result for Sα,β .

Next, we investigate the eigenfunction scaling. We begin with any normalized
eigenfunction Ψ ∈ H for Sα,β :

(3.22)

∫
Rn

|Ψ(x)|2 dx = 1.

Using the change-of-variable formula, we get∫
Rn

|Ψ(x̃)|2dx̃ =

(
β

α

)3

.(3.23)

From (3.22), it follows that

(3.24) Ψ(x) =

(
β

α

)3/2

Ψ(x̃).

□

This justifies our usage of the dimensionless Schrödinger operator over the Hamil-
tonian operator. Considering (3.2), (3.15) and (3.16) are scaled down by exactly
the Rydberg constant R and the Bohr radius a∗0 (to the -3/2 power) respectively.
This scaling argument is an important step towards the 2-electron problem.
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4. The Helium Atom

This section follows chapter VII §4.9 in [6]. We now visit the two-electron prob-
lem by defining the following Hamiltonian operator

H = − ℏ2

2m
∆x1 −

ℏ2

2m
∆x2 −

1

4πε0

Ze2

|x1|
− 1

4πε0

Ze2

|x2|
+

e2

4πε0|x1 − x2|
, x1, x2 ∈ R3,

which is defined on H⊗H ∼= L2(R6).The number Z > 0 corresponds to the number
of protons in the nucleus, which in the helium atom case corresponds to Z = 2.
In addition to the individual nuclear Coulomb interaction, we now also have the
Coulomb interaction between the electron particles.

In Lemma 3.9, we were able to control the Coulomb singularity because it was
an isolated point. However, the singularity set of 1

|x1−x2| is of co-dimension 3.

The potential 1
|x1−x2| therefore falls out of the coverage of Theorem 3.7, which is a

sufficient but not a necessary condition for self-adjointness. Therefore, we need to
find some other way to show that S is self-adjoint.

Under the rescaling transformation discussed in Corollary 3.18, we find that H
can be conjugated to the following dimensionless 2-electron Schrödinger operator:

(4.1) S = −∆x1
−∆x2

− 1

|x1|
− 1

|x2|
+

1

Z

1

|x1 − x2|
.

We can then re-name the operators

κ :=
1

Z
, S0 := −∆1 −

1

|x1|
−∆2 −

1

|x2|
, S1 :=

1

|x1 − x2|
,

so that we end up with
S(κ) := S0 + κS1.

Therefore, we may regard κS1 as a perturbation of S0. We shall justify shortly
that it fits within our framework of the holomorphic families.

Theorem 4.2. The operators S(κ) form a self-adjoint family of (B) holomorphic
operators. The ground state energy of S0 is a holomorphic function of κ when
|κ| < ρ0 for some ρ0 > 0. Specifically, ρ0 is a lower bound for the radius of
convergence of the ground state energy of S(κ).

Proof. We start by noting that −∆i − 1
|xi| acts on Hi. Therefore, when taking

the tensor product, each −∆i will act only on the vectors that act on that space.
Therefore, the results of Lemma 3.9 are the same for each Hi, so S

0 is still self-
adjoint. This further implies that its eigenfunction inputs are non-interacting such
that Ψ(x1, x2) = Ψ(x1)Ψ(x2). This means that the energy is a sum of two copies
of (3.15). The lowest energy levels are thus given by:

(4.3) −
(
1 +

1

(n+ 1)2

)
, n ∈ N ∪ {0}.

To deal with 1
|x1−x2| , This is a classical ”two-body problem” in physics, so we

perform the Jacobi coordinate

(4.4) r := x1 − x2, R :=
x1 + x2

2
,

giving us

∆x1
+∆x2

= 2∆r +
1

2
∆R.
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Because |x1 − x2| = |r| under this transformation, it follows that ∆R acts trivially,
leaving us with only −∆r− 1

|r| , which is an operator acting on {0}⊗Hr. Therefore,

Lemma 3.9 still applies.
Corollary 1.15 implies that 1

|r| is also S
0-bounded with relative bound 0. Given

(2.5), S(κ) is then a holomorphic family of type (A). But if we recall Theorem 3.7
gives us a relative bound of 0, then Theorem 1.18 applies, making S(κ) a self-adjoint
(A)-holomorphic family. Therefore, we conclude that the ground state energy E0(κ)
of S(κ) is a holomorphic function of κ at least for |κ| < ρ.

We now want to find such a ρ by extending S(κ) to a (B)-holomorphic fam-
ily. Alongside Theorem 1.26, the correspondence between (A) and (B)-holomorphy
in Theorem 2.7, guarantees the existence of sesquilinear forms associated with
S0, S1, S(κ), such that S(κ) is (B)-holomorphic as well (on the real line). Fur-
thermore, there exists a ≥ 0, 1 > b ≥ 0 such that (2.8) is fulfilled for S1.

Since S1 is non-negative, by definition it follows that for u ∈ L2,

(4.5) ⟨S0u, u⟩ ≤ ⟨S(κ)u, u⟩.

Therefore, the spectrum of S0 represents a lower bound for the spectrum of S(κ)
by 1.26. Given (3.16), the only eigenstate Ψi for which the associated energy level
Ei is simple is the ground state Ψ0. We can then use Theorem 2.10 to calculate ρ0
for E0

0(κ), with ρ0 being a lower bound for ρ, from (2.15) as required. □

It is true that we know ρ0 for E0
0(κ) to exist, but we did not explicitly show what

the radius could be. Although it seems like we may have brushed it under the rug,
it is actually because this is the most delicate step in the entire computation. It
determines whether the ground state energy series converges for the most important,
helium (Z = 2) case. The next chapter will cover the estimates for this ρ0.

Re

Im

Γ

σess

E1 = −2 E2 = − 5
4

−1

Figure 1. The spectrum of S0, with σp following −1 − 1
n2 , and

σess = [0,∞). The ground state energy E0 = −2 is simple such
that we may project onto it via Kato’s methods.

5. Lower Bound for the Radius of Convergence

Although there is only one lower bound that has been found as of yet that works
for the helium atom (Z = 2), we feel it is best if the reader is exposed to all the
derivations so as to better understand the process of result refinements.
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To use the tools developed for (B)-holomorphy, we define the comparison oper-
ator where we replace κ with an arbitrary β > 0

S±(β) = S0 ± βS1.

We prefer β because our results will only matter for real κ. Due to (4.5), we can
produce only a coarse lower bound of E0 for S+(β). It will be useful in securing a
lower bound, but S−(β) will give us better relative bounds to calculate the radius
of convergence (for now).

5.1. Kato’s original result. We will first present Kato’s first method. We con-
sider a modified operator:

S−(α, β) =

(
−α∆1 −

1

|x1|

)
+

(
−α∆2 −

1

|x2|

)
+

[
−(1− α)(∆1 +∆2)−

β

|x1 − x2|

]
.

The rightmost term is currently not in the desired form, but we can use (4.4) to get
−2(1−α)∆r−2|r|−1. Now, using Corollary 3.18, we find that the lowest eigenvalue
of S−(α, β) is

−
(
2

α
+

β2

2(1− α)

)
.

By Theorem 1.26, we get that the corresponding sesquilinear form of S−(α, β) for
u ∈ L2(R6) has the lower bound

⟨S−(α, β)u, u⟩ ≥ −
(
2

α
+

β2

2(1− α)

)
⟨u, u⟩.

From this, we can establish a relative bound of the sesquilinear form of S1

0 ≤ ⟨S1u, u⟩ ≤ 1

β

(
2

α
+

β2

2(1− α)

)
⟨u, u⟩+ 1

β
⟨S0u, u⟩,

and the lower bound 0 comes from non-negativity. Optimizing over α the coefficient
in front of ⟨u, u⟩, we obtain the greatest possible value of the bound, which we shall
call a:

a =
2

β
+
β

2
+ 2.

Therefore, we obtain the following relative bound: Setting b = 0 ≤ 1
β < 1, we have

(5.1) 0 ≤ ⟨S1u, u⟩ ≤ a⟨u, u⟩+ b⟨S0u, u⟩, a = 0 ≤ 2b+
1

2b
+ 2.

Now, we can use (2.15), where, because S1 is symmetric, we can let c = 0, ε = 1.
We must find the proper integration contour around E0. We can let Γ be a circle
on C in (2.10). The radius that will then maximize ρ0 is a number that minimizes
the norm of the resolvent, which is determined by the midpoint on the real line
between E0, E1 as determined by (4.3). From this, we get

1

ρ0
=

∣∣∣∣a+ bE0

z − E0

∣∣∣∣ = ∣∣∣∣a+ bE1

z − E1

∣∣∣∣ .
Using the values for E0 = −2, E1 = − 5

4 we get

z0 = −13a− 20b

8a− 13b
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which then gives us

ρ0 =
3

3b+ 4b−1 + 16
.

The value of b that maximizes ρ0 is b =
√
2/3, giving us

ρ0 = |κ| = 1

7.64
.

This yields Z ≈ 7.64, far above the desired Z = 2 value.

5.2. Kato’s refinement. This is clearly not good enough, so we admit a refine-
ment in which we modify our perturbation to include the entire potential energy,
that is, all of the electron interaction terms

S0
γ = −∆1 −∆2 − (1− γ)

(
1

|x1|
+

1

|x2|

)
, 0 < γ < 1(5.2)

S1
γ = −γ

(
1

|x1|
+

1

|x2|

)
+

1

Z

1

|x1 − x2|
.(5.3)

Unfortunately, S1
γ is no longer a positive definite operator, so we cannot assume

coercivity. However, we can use the positive definiteness of the interaction term
and (1.26) to determine that

⟨(S0
γ + βS1

γ)u, u⟩ ≥ −(1− γ + βγ)2⟨u, u⟩(5.4)

=⇒ −⟨S1u, u⟩ ≤ 1

β
(1− γ + βγ)2⟨u, u⟩+ ⟨ 1

β
S0u, u⟩.(5.5)

Therefore, S0
γ is coercive. We then copy the strategy of the first section: with

S0
γ =

(
−α∆1 − (1− γ − βγ)

1

|x1|

)
+

(
−α∆2 − (1− γ − βγ)

1

|x2|

)
+

[
−(1− α)(∆1 +∆2)−

1

|x1 − x2|

]
,

we have

⟨S1
γu, u⟩ ≤

[
2(1− γ − βγ)2

αβ
+

β

2(1− α)Z2

]
(u, u) +

1

β
⟨S0

γu, u⟩.

We again minimize the coefficient of the first term on the right with respect to
varying α. The result is 2

β (1−γ−βγ+
β
2Z )2. For convenience, we set γ = 1

4Z . This
gives us

|⟨S1
γu, u⟩| ≤ a⟨u, u⟩+ b⟨S0

γu, u⟩,
where b = 0 ≤ 1

β < 1 and

a = 0 ≤ 2b

(
1− 1

4Z
+

1

4Zb

)2

, b ≥ γ

1− γ
=

1

4Z − 1
.

It is also important to mention that to avoid any complex numbers from appearing,
we want

1− γ − βγ ≥ 0.

Using our value of b, we get

b ≥ γ

1− γ
=

1

4Z − 1
.
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Before we find the radius of convergence, we use Theorem 1.26 to determine that
the energy levels of S0

γ have now become

−(1− γ)

(
1 +

1

(n+ 1)2

)
,

meaning Eγ0 = −2(1− γ), Eγ1 = − 5
4 (1− γ).

Therefore, the radius of convergence instead becomes

ρ0 = 3

(
8a

(1− γ)2
− 13b

)−1

=
3

b

[
16
(
1− 1

4Z + 1
4Zb

)2(
1− 1

4Z

)2 − 13

]−1

.

If we maximize with respect to b, we obtain

b =
1√

3
(
Z − 1

4

) > 1

4Z − 1
.

Therefore, we obtain the better estimate for ρ0,

ρ0 =
3
(
Z − 1

4

)
8 + 2

√
3

=
2Z − 1

2

7.64
=⇒ Z > 4.1.(5.6)

Z > 4.1 is an improvement of the previous result, which already covers the case of
B3+. However, some more effort is needed for the case of the helium atom.

5.3. Ahlrichs’ refinement. To improve on Kato’s bound, Ahlrichs employs a sim-
ilar scaling argument. However, instead of giving a general scalar and comparison
operator, he uses a physically inspired explicit scaling [1]:

Z − σ > 0

where σ > 0 is called the “screening constant”. While Z in the original Schrödinger
operator was a scalar that represented the increased strength of the coulomb inter-
action due to the extra atom in the nucleus, σ represents the relative weakening
of the nuclear Coulomb interaction because of the counteraction of the nearby
electron-Coulomb interaction.

Let ν = (Z − σ)−1. Noting that

Z =
1 + σν

ν
,

we define the scaled operator

S(ν) :=

(
1 + σν

ν

)2 [
S0 +

ν

1 + σν
S1

]
.

Relating the new coefficient on S1 with the old perturbation parameter κ we obtain:

κ =
ν

1 + σν
=⇒ ν =

κ

1− σκ
.(5.7)

Therefore, the new ν Schrödinger operator becomes:

(5.8) Sν(κ, σ) =

(
κ

1− σκ

)2 [
S0 +

1

ν
S1

]
.

We relate the perturbation parameter with the radius of convergence:∣∣∣∣ κ

1− σκ

∣∣∣∣ < ρ.
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Finally, this gives us the modified radius of convergence:

(5.9) |κ| < ρ

1 + σρ
= ρ(σ).

To compute ρ, Ahlrichs derives:

(5.10) ρ =
β|E0 − E1|

2E(β) + E0 + E1

where E(β) = max(E+(β), E−(β)) is the maximum lower bound of S±(β). Ahlrichs’

derivation of E−(β) resembles Kato’s procedure, deriving E−(β) = (1 + 1
4

√
3β)2.

More importantly, Ahlrichs corrects the computation of E+(β) that we have been
using, (4.5), with an approximation to finite dimensions via a method pioneered by
Bazley [3].

5.4. The Bazley Approximation. This only works for positive definite pertur-
bations, so for now we return to βS1 for β > 0. We are going to find an infinite
dimensional basis (necessarily orthogonal) p1, p2, · · · ∈ L2, and we then define P k

to be the projection operator to the linear span of p1, · · · , pk term. We can then
define

Sk = S0 + βS1P k.

If we let Ek
0 be the ground state of Sk, then we can use the logic of (4.5) and the

non-negativity of βS1, to get

⟨S0x, x⟩ ≤ ⟨Skx, x⟩ ≤ ⟨Sk+1x, x⟩ ≤ ⟨S(κ)x, x⟩(5.11)

E0
0 ≤ Ek

0 ≤ Ek+1
0 ≤ E+(β).(5.12)

Now, take Ψk to be an arbitrary eigenvector of Sk such that

SkΨk = EΨk.

Through Sk, we give a much sharper bound of the perturbation H by solving a
finite-dimensional linear algebra problem.

5.4.1. Solutions to Sk. We continue by eliminating anything that is still infinite
dimensional. We begin by noting that:

βS1P kΨk =

k∑
i=1

ciβS
1pi(5.13)

ci =

k∑
j=1

bji⟨βS1Ψk, pj⟩, 1 ≤ i ≤ k,(5.14)

where (bji) is the matrix inverse of the one with elements ⟨βS1pj , pi⟩.
Next, we define the basis vectors pi by

(5.15) βS1pi = Ψ0
i , i = 1, 2, . . . , k,

where each Ψ0
i is the eigenstate corresponding to the ith S0 energy level. Since

S1 is non-negative, we can use Corollary 1.27 to define an inverse operator (S1)−1

satisfying (1.28) such that:

(5.16) pi =
1

β
(S1)−1Ψ0

i , i = 1, . . . , k
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Finally we let Ψ0
t be an eigenstate of Sk that was not constructed using (5.15).

This forces βS1P kΨ0
t = 0. This suggests that:

(5.17) SkΨ0
t = S0Ψ0

t = E0
tΨ

0
t .

Therefore, Ψ0
t is still a valid eigenvector of Sk. This suggests an eigenvalue of S0

is similarly an eigenvalue of Sk. By linear dependance, we restrict to eigenvectors
ψ0
s we can express as:

(5.18) Ψ0
s =

k∑
i

αiΨ
0
i

where Ψ0
i is defined as in (5.16).

Combining (5.13), (5.16), (5.17), and (5.18), Sk becomes:

SkΨ0
s = S0Ψ0

s + βS1P kΨ0
s = EΨ0

s(5.19)

S0
k∑

i=1

αiΨ
0
i + βS1P k

(
k∑

i=1

αiΨ
0
i

)
− E

k∑
i=1

αtΨ
0
i = 0(5.20)

k∑
i=1

αi(S
0Ψ0

i ) +

k∑
i=1

αi

(
βS1P kΨ0

i

)
− E

k∑
i=1

αiΨ
0
i = 0(5.21)

k∑
i=1

αiE
0
i Ψ

0
i +

k∑
j=1

k∑
i=1

αibijΨ
0
j − E

k∑
i=1

αiΨ
0
i = 0.(5.22)

The linear independence of ψ0
i reduces the above equation to

k∑
i=1

{
[E0

i − E]δij + bij
}
α
(s)
i = 0, 1 ≤ j ≤ k,

where δij is the Kronecker delta. Hence, k eigenfunctions and energy levels of Sk

are found by the roots of the determinant equation E for i, j = 1 where:

bij =
1

β
⟨Ψi,

(
S1
)−1

Ψj⟩.

We cite Bazley’s calculations of bij in Appendix A of [3]. E+(β) is then the mini-
mum eigenvalue E calculated with other values of γ in 0.1 step intervals as in table
II in [1].

5.5. Linear Interpolation. Because (5.9) is a strictly increasing function in ρ, it
suffices to maximize (5.10). Since we already know E0, E1, we only need to find
the exact β,E(β) that maximize the equation. By definition, self-adjoint operators
are linear. Therefore, the sesquilinear form of S+ is an affine function such that via
Theorem 1.26,

E+(β) = inf
β
⟨S+(β)u, u⟩

where S+(β) := S0 + βS1, is a concave function. Moreover, E(β) as in (5.10) is
also concave. Therefore, performing a piecewise linear interpolation on the interval
[β0, βM ] would be a lower bound for E(β). We define

Elin(β) =

M−1∑
m=0

[
Em(βm+1 − β) + Em+1(β − βm)

βm+1 − βm

]
1{βm,βm+1}(β),
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where (βm, Em) form an input and an output in a Bazley computation. While we
continue to work with β, we note that we would need to scale the energy according
to (5.8), if (5.10) were not purely expressed by the energy, meaning the scaling
cancels out.

We then fix σ and optimize (5.10) as our objective function before finally opti-
mizing over σ. Doing so gives us

σ = 0.34, β = 1.75.

Inserting these values yields the following result

ρ(σ) = 0.608.

This gives us
Z > Z0 = 1.98.

Finally, using Ahlrichs’ final refinement with Bazley’s approximation, we have
proved that the perturbation S1 converges for the helium atom case Z = 2. This is
not the current optimal bound, as Baker & Freund derived Z0 ≈ 0.90 [2], covering
every possible physical regime, including the H- case. Unfortunately, we left out
the fact that this analysis only works for the Parahelium case, where the spatial
coordinates are symmetric and the total spin of the system is equal to 0. Ahlrichs
attempted to apply his methods to the Orthohelium case, where the total spin is
1 and the spatial coordinates are antisymmetric, calculating an unideal bound of
Z0 ≈ 24.6. Otherwise, Orthohelium is currently unexplored. Nevertheless, it is
thanks to the efforts of Kato we know a nonzero radius of convergence ρ0 exists for
this case.

Remark 5.23. It is important to take a step back from the math and consider what
this math actually means physically. helium is known to be the most stable and
unreactive element–so much so that the freezing temperature of helium is absolute
zero itself. Given this, we should intuitively imagine that the energy described
by the Hamiltonian should reflect this by being well-behaved. The ground state
energy not converging implies that the atom does not have enough energy to bind
the electrons, resulting in a return to scattering states; if the perturbation of the
two-electron problem diverges, we should take this as a consideration that our
methods can be improved. The exercise we saw over the past chapter is this very
mindset executed in practice.
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