SYMMETRY AND THE CAUCHY IDENTITY

ETHAN LI

ABSTRACT. In this paper, we begin by introducing several fundamental bases
of symmetric functions, including the monomial, elementary, complete homo-
geneous, and Schur bases, and discuss how these functions form the foun-
dation of the algebra of symmetric functions. We then describe the Robin-
son—Schensted—-Knuth (RSK) algorithm, a combinatorial bijection that reveals
deep connections between matrices and pairs of semistandard Young tableaux.
Finally, we present the Cauchy identity, a central result that unites these ideas
by expressing a generating function for products of symmetric functions.
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1. INTRODUCTION

Symmetric functions occupy a central role in algebraic combinatorics, connecting
representation theory, geometry, and probability. At their core, they are polynomi-
als invariant under variable permutations, but their structure is remarkably rich:
different families of symmetric functions form natural bases that reveal distinct al-
gebraic and combinatorial properties.

One interesting bridge between algebra and combinatorics arises through the
Robinson—Schensted—Knuth (RSK) algorithm. Originally formulated to study per-
mutations, the RSK correspondence produces pairs of Young tableaux that encode
deep information about sequences and symmetries. Its connections to symmetric
functions become apparent when one explores generating functions and identities.
We will end with the Cauchy identity as an application. The identity weaves to-
gether orthogonality, duality between bases, and the combinatorial structure re-
vealed by RSK. Together, these ideas illustrate how symmetric functions serve as a
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unifying language across mathematics, linking algorithms, combinatorial structures,
and algebraic identities.

1.1. Background. First, we begin by defining a symmetric function.

Definition 1.1. A homogenous symmetric function of degree n over a commutative
ring R (with identity) is a formal power series

f(z) = Z Ccax®

where:

a) «a ranges over all weak compositions™ (a1, ag,...) of n (of infinite length)

b) co € R

c) z® = z{ay? -+, with 2? =1

d) f(@w(1), Twz), - --) = f(z1,22,...) for all permutations w of the positive integers.

*A weak composition of n is a sequence of nonnegative integers to sum to n.

We denote the set of all symmetric functions of degree n over R by A%. A
concept central to indexing the bases of A% is the partition.

Definition 1.2. A partition A of n is a sequence (A1, A2, ..., ) € N¥ such that
A1 > X > > A and Zl A; = n. We also write this as A - n.

For example, the partitions of 4 are:
(4),(3,1),(2,2),(2,1,1),(1,1,1,1)
We denote the set of all partitions of n by Par(n).
Partitions can be visualized using Young diagrams, where each component \; is

represented by a row with \; squares, stacked in a decreasing order. The partition
(4,3,2) would look like

A natural way to get another partition from a given partition is to take the
transpose of the diagram above. This is defined as a conjugate partition. For
example, for the above partition, the conjugate would be X = (3,3,2,1), and its
corresponding Young diagram would be

Next, we want to define a dominance order on partitions in Par(n). If u, A b n,
then p < Aif for all 4 > 1,

prtpeto s S A A+ A
We can visualize the dominance ordering of partitions of 6 by
6
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51
42
411 33
321
3111 222
2211
21111
111111

where 6 > 51 > 42 and so on. 411 and 33 are incomparable, as are 3111 and 222.
Thus, 42 > 411 and 42 > 33, and 411 > 321 and 33 > 321 (similarly for 3111 and
222).

From the above example, we observe that the dominance order is not a total
order, i.e. not any two partitions can be compared.

From now on, we will consider A and write it as A™. A" is a rational vec-
tor space, so to understand it, it is natural to find bases for it, which we will do in
the next section.

2. BASES OF SYMMETRIC FUNCTIONS

Monomial symmetric functions. The first, and most intuitive, basis we will
define is the basis of monomial symmetric functions.

Definition 2.1. Given A = (A1, g, ...) I n, define a monomial symmetric function
ma(z) € A™ as
my = Z x%,
(o7

where the sum ranges over all distinct permutations o = (aq, @, . ..) of the entries
of the vector A = (A1, Ag, .. .).

For example,
my = 1

my; = E xX;
i

mo = E $22
i

mi1 = E TiYj

i<j
Proposition 2.2. If f =" coz® € A", then f =73, , cama.

Proof. Let f =3 cox® € A". Let a = (a1, 2,...) be a weak composition of n
such that ¢, # 0. Define A = (A1, Ag, .. .) to be the weakly decreasing rearrangement
of the entries of a. Then, A\ F n is a partition.

Let S be the set of all distinct permutations ¢ = (01, 02,...) of the entries of
the vector o = (a1, o, ...), which is exactly the set of all distinct permutations
of entries of the vector A\. By Definition 1.1, f is invariant under any permutation
of variables, so 7 must have the same coefficient as ® and thus ¢, = ¢, for all
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o € S. Then, chx” = anx” = Cq Zx” = cqomy. Let ¢y = ¢, for any
€S g€eS og€eS
« that has a weakly decreasing rearrangement of A, which is well-defined since all

such ¢, are equivalent. Therefore, f =3 cox® =", cama.
O

Since {my | A+ n} spans A™ and is linearly independent, {my | A F n} forms a
basis for A™. Thus, dim(A™) = p(n). Furthermore, {m, | A € Par} is a basis for A.

Remark. In this paper, we define the bases of the symmetric functions as formal
series in infinite variables. However, we can also picture these functions in finite
variables. Consider A. dim(A3) = 3, since there are three partitions of 3. A basis
for A3 is {mg,mgl,mln}.

When we consider A3 in three variables (i.e., A3(z1, 22, 73)), we have {m3(z1, T2, 73),
ma1 (w1, T2, 23), m111(21, T2, r3)} as a basis. However, when we consider A® in two
variables, we have {mgs(x1, 22, x3), ma1 (21,22, 23)} as a basis, since there are not
enough variables for my11. Therefore, dim(A™(z1,xa,...,2;)) = dim(A™) if and
only if £ > n.

Elementary symmetric functions.

Definition 2.3. Define the elementary symmetric functions ey for A € Par by the
formulas

en = Min = Z Xiyocxy,, n > 1(with eg =mg=1)
i <<y
EN =€)\, €N, ", 1f>\:()\1,>\2,)
Since {mx | A+ n} forms a basis for A", we can write
(2.4) ey = ZM)\MmH
pkEn

For example,
e111 = mg + 3moy + 6miqg

€21 = Mma1 + 3mi11
€3 = Mmi11
Proposition 2.5. Let A - n, and let « = (a1, aa,...) be a weak composition of

n. Then, the coefficient My, of =% in ey is equal to the number of (0,1) matrices
A = (a;j)ij>1 satisfying row(A) = A and col(A) = a.

Proof. Consider a matrix

T L2 €T3
X1 Zo X
X= N
T1 L2 T3
Pick an arbitrary = term in the expansion of ey = ey, ez, ---. Then, each ey,

contributes a z;, ---x;, ~factor to x*. We can represent this factor by choosing
An, entries from row n. Convert each chosen entry in matrix X to 1’s and convert
all other entries to 0’s. Thus, row(X) = A, col(X) = o and X corresponds to the
chosen z®. Each unique (0,1) matrix A satisfying row(A) = A and col(4) = «
represents a different way that z® appears in the expansion of ey = ey, ex, -+, S0
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therefore, the number of (0, 1) matrices A satisfying row(A) = A and col(4) = a is
equal to the coefficient My, of 2.
]

Since an arbitrary z® is unique to some m, Myo = My,.
For example,
€11 = ma + 2may,
since (2) and (1,1) are the partitions of 2, and there is one (0,1) matrix with
row(A) = (1,1) and col(A) = (2):

and two (0, 1) matrices with row(A) = (1,1) and col(A4) = (1, 1):

b

For every (0,1) matrix that satisfies row(A) = A and col(A4) = «, its transpose
satisfies row(A) = a and col(A) = A. Therefore, My, = M,5. The following
theorem uses such M},,’s to form a transition matrix from the monomial symmet-
ric functions to a new basis, ultimately proving that the elementary symmetric
functions are indeed a basis as well.

Theorem 2.6. Let A\, ut+n. Then:
a) If My, # 0, then p < X.

b) My = 1.

c){ex | A\ n} is a basis for A™.

Suppose My, # 0. Then, by Proposition 2.4, there exists at least one (0,1)

matrix A such that row(A) = X and col(A) = u. Let A’ be the matrix A with its
1’s left-adjusted. In other words, A" = (a;;), where a;; = 1if 1 < j < \;. Then,
row(A’) = X and col(A’) = N. For each 4, the sum of the first ¢ columns of A’
will be greater than or equal to the sum of the first ¢ columns of A. Therefore,
col(A’) > col(A) in the dominance order. Since col(4’) = X and col(4) = g,
N > p. Furthermore, A’ is the only matrix such that row(A’) = X and col(A") = X,
SO M)\,\/ =1.
Let p(n) be the number of partitions of n. Consider an ordering A\*, A2, ..., A\P(") of
Par(n), where either A\* < X! or A\* and A are incomparable, for all 1 < i < p(n).
Let (My,) = (mi;) be a matrix, where m;; = Mysy:. Then, if i > j, either
AP > M or A' and M are incomparable, so by the contrapositive of Statement A,
Mxiyai = 0. If i = j, then by Statement B, M(ys)x: = 1. Therefore, (M) is an
upper triangular matrix with 1’s on its diagonal, so it is invertible. Thus, (M),)
is a transition matrix between two bases of A™, {my | AF n} and {e) | A+ n}, so
{ex | A n} is a basis for A™.

Complete homogeneous symmetric functions.

Definition 2.7. Define the complete homogeneous symmetric functions hy for A €
Par by the formulas

hn:ZmA: Z iy oy, n>1(with hg =my=1)
AFn 1< <

ha=hahay - AfA= (AL, Mg, .. ).



6 ETHAN LI

Since {my | A+ n} forms a basis for A", we can write
(28) h)\ = ZNAHm#
pEn

Proposition 2.9. Let A - n, and let « = (a1, aa,...) be a weak composition of
n. Then, the coefficient Ny, of x® in hy is equal to the number of N matrices
A = (aij)ij>1 satisfying row(A) = X and col(4) = a.

Proof. Consider a matrix

Z1 T2 Zs3
T T T
x— |™ 2 3
€1 T2 x3
Pick an arbitrary x® term in the expansion of hy = hx hy,---. Each hy,

(e}
contributes a z; kl e min’j’" factor to x®, where m < A, and ag, + -+ ax,, = An-

We can represent this factor by choosing m entries from row n. Convert each
chosen entry z;; in matrix X to ay;’s and convert all other entries to 0’s. Thus,
row(X) = A, col(X) = o and X corresponds to the chosen z®. Each unique N
matrix A satisfying row(A) = X and col(A) = « represents a different way that =
appears in the expansion of hy = hy hy, - - -, so therefore, the number of N matrices
A satistying row(A) = A and col(A) = « is equal to the coefficient Ny, of z*.

O

The following identity proves that (1 — 2)~! is equal to the formal power series

> neo ", which will be immediately useful in Proposition 2.11.

1 n
=i

(2.10)

Proof.

(1—x) Zx
—Zm —xe
:;x Zx

n=1

=1

The following proposition will be relevant in proving the Cauchy identity.

Proposition 2.11. H (1—my;)~ ZNMmA ZmA

4,J

Proof. By Equation 2.10, H (1—wzy;)” H Z x;y;)". Pick an arbitrary term
7 i,j n=0

231 042 . (27

royP = 2§ y1 y2 .-+ in this expansion. We can write %% = H(xlyj)
4,3
where a;; is a natural number or 0. Such a;;’s form a N-matrix A with row(4) = «
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and col(4) = . By Proposition 2.9, H (1—zy,)” ZNAumA m,,(y), and
by Equation 2.8, ZMMmA ZmA [l
A

Definition 2.12. Define an endomorphism w : A — A by w(ey,) = hy,, n > 1.

Theorem 2.13. The endomorphism w is an involution, i.e. w? = 1, or equiva-
lently, w(hy,) = ey.

Proof. Consider the formal power series

H(t) =Y hnt" € A[[t]

n>0

)= ent™ € A[[t]]

n>0

First, we want to show that H(t) = H(l—xn )~1. From (2.10), H 1—zpt)

1> s ”

n =0
Fix n > 0. The coefficient of t" in HZx;tl is Z Ty Ty, = Dy
n i=0 1< <in
Therefore, H(l — ) = H Zxﬁlti = Z hat"™ = H(t)
n n =0 n>0

Similarly, E(t) = H(l + x,t).
Thus, H(t)E(-t) = 1.

O hat™)(Y_en(—t)") =1

n>0 n>0

Fix n > 1. A term in the expansion of (Z hnt”)(z en(—t)") containing t" is a
n>0 n>0

product of h,,_;#"~* and e;(—t)*. Therefore, the coefficient of t" in (Z hnt")(z en(—

n>0 n>0
is Z ez n—i. It follows that Z eihn,i =0.
=0
We want to show that if Z(—l)iuihn,i =0 for all n > 1, and if u; € A with

i=0
ug = 1, then u; = e;.
We prove by induction. Let n = 1. Then, ughy — u1hg = 0. Since ug and hg equal
1, then hy —uy = 0 and hy = uy. Since hy = ey, uy = ey.

Inductive Step: Fix n > 1. Suppose that ug =eg, u1 =e€1, ..., Up—1 = €p_1.
n n
Z(_l)luihn—i = Z(_l)lun—ihi =0
i=0 i=0

n

Z(_l)iun—ihi — unho =0

i=1

")
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n n

Up = Z(_l)iun—ihi = Z(_l)ien—ihi

i=1 =1

Since we know that
n

> (—1)'eshn_; =0,

i=0
we can similarly rearrange like shown above to get

n

€p = Z(*l)ien—ihh

=1

so therefore u,, = e,.

Z(*l)iez‘hn—i =(-1)" Z(fl)ien_ihi

Then,

so therefore, w(hy,) = e,.
U

Since {e) | A F n} is a basis for A", and w : A — A, w(e,) = h, is invertible,
{hx | A n} is a basis for A™.

Schur functions. Now, we will define another interesting basis for the symmetric
functions, the Schur functions.
First, we introduce semistandard Young tableux (SSYT). Let A be a partition. An
SSYT of shape A is an array T = (T;;), where 1 < i <{(A) and 1 < j < \;, which
is weakly increasing in every row and strictly increasing in every column.

For example, an SSYT of shape (5, 3,2, 1) is given by

1 2 3 )
3 3
5

~ O W N

An SSYT T has type a =
can also write

a1, Qa,...) if T has a; = o;(T') parts equal to i. We
mT = _’)j‘fl(T)xg2(T) e,

Thus, the SSYT above has type o(T) = (2,2,4,0,2,1) and 27 = z223rizizs.

Let u be a partition. p C X if p; < A; for all . A semistandard Young tableux of
skew shape A\/p is an array T = (T;;), where 1 <14 <[(X) and p; < j < X;, which
is weakly increasing in every row and strictly increasing in every column.
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Definition 2.14. Let A\/u be a skew shape. The skew Schur function s/, is

defined as
Sx/ul) = Za:T
T

summed over all SSYT T of shape A\/u. If 4 = (), then A\/u = A, and we define s,
as the Schur function of shape A.

For example, consider A = (2,1) and p = (1). Then,
sa(x1, e, x3) = x%xg + xlxg + x%xg, + xlmg + x%xs + (EQQL’% + 2z 2073

and
Sx/u(®1, 20, 13) = 2 4l + x% + 2 (z120 + T123 + T2T3).

Theorem 2.15. For any skew shape A/, the skew Schur function sy, is a sym-
metric function.

Proof. It suffices to show that sy, is invariant under interchanging x; and z;y1,
since any permutation of the positive integers is a composition of transpositions of
arbitrary ¢ and i + 1. Suppose that |A/p| = n and that o = (e, aq,...) is a weak
composition of n. Let

o = (041,042, ey O, 041, Oy OG- 2, )

Let Tx/u,o denote the set of all SSYT of shape A\/u and type a. We want to show
that there exists a bijection ¢ : Ty /.0 = Th/u.a-

Let T' € Ty/p,o- Each column of T either contains both ¢ and 4 + 1, neither ¢ nor
1+ 1, or only one or the other, since columns are strictly increasing. We ignore
the columns of the first two kinds because each column already contains the same
number of ¢ and ¢ + 1. Denote all entries of ¢ and ¢ + 1 in the columns of the last
kind by " and (i 4+ 1) respectively. In each row, there will be m number of i’ and
n number of (¢ + 1)’, i.e. each row will contain a sequence

iy ey (D) (1) e (i 1)

for m,n > 0. We replace this sequence with n number of ¢ and m number of ¢ + 1,
so that each row instead contains

iy e i (D)) G+ e (4 1),
Then, the resulting array ¢(T") € Ty .4, so thus we establish our bijection.

For all T,T" € Ty /0 2T = 2T = 2. Since there is a bijection between T\/p,a and
Tr/was | Tajual = [ Taypal, so the coefficient of 2 in sy, is equal to the coefficient
of 2% in Sx/u- This is true for all @ and &, so therefore, sy, is invariant under
interchanging x; and x;41 and is thus symmetric.

O

Define the skew Kostka number K}/, , as the number of SSYT of shape /v
and type a. Then,

S\/v = Z K/\/V,ocxa

Since sy, is symmetric, we can write it in terms of the monomial symmetric func-
tions:

Sy = § K)\/y,,umu
pkn
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3. RSK ALGORITHM

First, we want to define the row insertion P < k of a positive integer k into a
nonskew SSYT P = (P;;):
Let 7 be the largest positive integer such that Py ,_q < k. If P;; > k, thenr = 0. If
Py, does not exist (i.e. k is greater than or equal to all entries in the first row), then
insert k at the end of the row. Then, the insertion stops and the resulting SSYT
is P < k. If Py, does exist, then replace it with k£ and insert Py, into the next row
as we just did with k. The insertion process stops when an entry is inserted at the
end of a row, and the resulting SSYT is P « k.
For example, let

1 2 3 5 8
2 3 6
P= 4 3
6
Then,
1 2 3 3 8
2 3 5
Ped= g 5
6

with the inserted elements shown in bold.
Corollary 3.1. If P is an SSYT and k > 1, then P < k is also an SSYT.

Let A = (a;j)i j>1 be an N-matrix of finite support, i.e. with finitely many zero
entries. A can be uniquely determined by a two-line array:

P P
wya = | . ; .
4 <j1 J2 ]m>
where a) i1 < iy < ... < iy, b)if i, =i, and r < s, then j,. < j,, and c¢) for each

entry (a;;) in A, there are a;; values of n such that (i,,j,) = (¢,7). For example,

let
1 2

N
Il
o~ O
o W
=)

Then,
wA_<11122223>
23312 2 2 3
Now we define the RSK algorithm,
RSK

A— (Pa Q)7
where P and @ are a pair of SSYT of the same shape.
Let
wa— (z’l i9 e z'm)
AT\ 2 o m

Start with (P(0),Q(0)) = (0,0). Then, if ¢ < m and (P(t), Q(t) is defined,
a) P(t+1) = P(t) < jis1

b) Q(t + 1) is obtained by keeping all parts of Q(¢) unchanged and inserting ;41
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such that Q(t + 1) has the same shape as P(t + 1).

The algorithm ends at (P(m),Q(m)) = (P, Q).
For example, let

/11122223
Wa=19 3 31 2 2 2 3
Then,
P(l)= 2
PR2)= 2 3
PB3)= 2 3 3
- L 38
R
PO= 5 5 3
RN
P:P(S):; § ; 23
and
Q)= 1
Q2= 1 1
QB)= 1 1 1
101 1
QMU=
)= 5 4
Qo= 5 5
2

1
2

O
—~
\]
—
Il
DN =
Do =

Q=Q®)= 4 5 o o °

Given this definition of the RSK algorithm, we seek to observe a bijection, which
we can use to connect the generating function seen earlier with Schur functions.

Theorem 3.2. The RSK algorithm is a bijection between N-matrices A = (aij)i j>1
of finite support and ordered pairs (P, Q) of SSYT of the same shape.
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Proof. Consider a pair of SSYT (P, Q). We can identify the last element inserted
into @ by finding the rightmost entry of the largest value in ). This element would
be jm,. Suppose j,, is in Q) at row r and column s. Then, denote the entry in P at
row r and column s as P.s. P.s was either inserted there or bumped by an element
from the previous row, so we can reverse the insertion process to recover i,,. We
can do this for all (P(n),Q(n)) to uniquely recover wa, and thus A, so the RSK
algorithm is bijective.

O

4. CAUCHY IDENTITY

An important application of the RSK algorithm is the Cauchy Identity, which
equates a generating function with the sum of Schur functions, connecting combi-
natorics and algebra. It also has many other applications in symmetric function
theory, such as Hall-Littlewood polynomials.

Theorem 4.1.

H(l —zy;) Tt = ZSA(Q?)SA(ZJ)

i A
Proof. By (2.11),

[T =ziy) " =T]D_(@iyy)"

0. i,j n=0
By Proposition 2.12, the coefficient of a term 2®y” in the expansion of ILi; > n=o(@iy;)"
is equal to the number of N-matrices A that satisfy row(A) = a and col(4) = 8. By
Definition 2.15, the coefficient of a term 2°y” in the expansion of Y, s (z)sx(y) is
the number of pairs of SSYT (P, Q), where type(P) = a and type(Q) = 8. Since
the RSK algorithm is a bijection between N-matrices A that satisfy row(A) = «
and col(A) = S and pairs of SSYT (P, Q) with type(P) = « and type(Q) = S,

L (1 —2yy) ™" =35 sa(@)sa(y)
O

In this paper, we identified the symmetric functions as a vector space, and as
such, we defined several important bases. The final basis we defined, and a key con-
cept in symmetric function theory, is the Schur function. It allowed us to set up the
RSK algorithm, ultimately resulting in the Cauchy Identity, which is an application
prevalent in representation theory, combinatorics, and algebraic geometry.
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