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Abstract. The goal of this paper is to show how the Euler characteristic of

a space determines the structure of its smooth vector fields. To that end, a
proof of the Poincaré-Hopf theorem for orientable manifolds and a corollary of

the Lefschetz fixed point theorem will be presented. Multiple proofs of weaker

statements are discussed to develop the language necessary for these theorems.
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1. Introduction

This paper describes how the Euler characteristic of a topological space M dic-
tates the structure of its smooth vector fields. IfM is a closed and smooth manifold
with a non-zero Euler characteristic, then all smooth vector fields onM must vanish
at some point. This is a corollary of a classical result in topology called the Lef-
schetz fixed point theorem (Section 4). Additionally, one can establish an invariant
of smooth vector fields on M : an integer sum characterizing the field’s behavior
near such vanishing points. The Poincaré-Hopf theorem states this invariant will al-
ways equal the Euler characteristic of the manifold; we will show this for orientable
manifolds (Section 5). We prove the Brouwer fixed point theorem (Section 2) and
the hairy ball theorem (Section 3) to review some basic concepts in algebraic and
differential topology before approaching these theorems.

2. The Brouwer Fixed Point Theorem

We wish to show all continuous functions f : Dn → Dn have a fixed point. We
will prove this statement twice: once using a differential argument and again using
a more algebraic approach. For a quick review, we define the following.

Definition 2.1. LetX ⊂ Rn and Y ⊂ Rm. A map f : X → Y is a diffeomorphism
if both f−1 and f are bijective and smooth.
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Definition 2.2. A manifold M of dimension m is a topological space such that
for any x ∈ M there exists a neighborhood Ux ⊂ M which can be mapped home-
omorphically to an open ball B ⊂ Rm. An atlas A for M is a collection of such
mappings whose domain is M . If for any φ,ψ ∈ A with intersecting domains the
map ψ ◦ φ−1 is diffeomorphic, then A is a smooth atlas. A smooth atlas A is
called maximal if it is not properly contained within a larger smooth atlas.

Definition 2.3. A smooth manifold M is a topological manifold with a maximal
smooth atlas A on M .

Let M and N be smooth manifolds of dimension m and n with atlases A and
B. A map f : M → N is considered smooth if for any x ∈ M there exists φ ∈ A ,
ψ ∈ B, Ux ⊂ M , and Vf(x) ⊂ N such that f(Ux) ⊆ Vf(x) and the composite map

ψ ◦ f ◦ φ−1 is smooth. Such maps will be our main focus. One can associate to
any x ∈ M an m-dimensional vector space TMx; the map f induces the linear
transformation dfx : TMx → TNf(x) for any x ∈ M . By the Whitney embedding
theorem (see Guillemin and Pollack [9], page 48) any smooth compact manifold M
of dimension m can be embedded into some Rk where m < k. In this embedding,
dfx is a Jacobian matrix.

Figure 1. A visualization of f :M → N and tangent spaces TMx

and TNf(x) where M and N are both two dimensional manifolds.

Definition 2.4. A point x ∈ M is considered a regular point if the matrix dfx
has rank equal to n. If dfx has rank less than n, then x is a critical point.

Definition 2.5. A point y ∈ N is called a regular value if the set f−1(y) contains
only regular points. If f−1(y) contains a critical point, then y is a critical value.

Any point y ∈ N is either a regular or critical value. This fact is useful when
considered with the following classical result:

Theorem 2.6. (Sard’s) Let f : U → Rn be a smooth function where U ⊂ Rm is
an open subset and let C = {x ∈ U | rank(dfx) < n} be the set of critical points in
U . Then f(C) ⊂ Rn has Lebesgue measure zero.

One can use a countable cover of M named {Ui} to generate countably many
measure zero sets f(Ci). Their union is the set of all critical values in N and must
have measure zero. Therefore, the set of regular values of f must be dense in N .
This fact is incredibly useful once one realizes the structure and properties regular
points impose on smooth maps. Consider the following.
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Lemma 2.7. Let f : M → N be a smooth map between smooth manifolds M and
N such that m ≥ n and y is a regular value. Then f−1(y) is a smooth manifold of
dimension m− n.

Proof: Let x ∈ f−1(y). Since y is a regular value, dfx maps TMx onto TNy.
Therefore the kernel of dfx is a vector space of dimension m − n. Choose a linear
map L : Rm → Rm−n such that Im(L|ker(dfx)) has dimension m − n. We can

then define the function F : M → N × Rm−n such that F (x) = (f(x), L(x)) and
dFx(h) = (dfx(h), L(h)). The map dFx is a square m×m matrix with rank = m.
This implies dFx is invertible. By the inverse function theorem, there exists an
open neighborhood Ux ⊂M on which F is diffeomorphic to an open neighborhood
Vy ⊂ N × Rm−n of (y, L(x)). The set {y} × Rm−n ∩ V is a manifold of dimension
m − n. Notice F−1 maps {y} × Rm−n ∩ Vy to f−1(y) ∩ Ux. One can then create
the necessary diffeomorphic mappings by considering the composition of F with the
projective map φ : V × Rm−n → Rm−n. □

Figure 2. “Example” of Lemma 2.7

Notice the figure above does not neatly fit into our proof: the endpoints of
f−1(y) are not consistent with our definition of a smooth manifold. The space
M = S1 × [0, 1] depicted above is called a smooth manifold with boundary. Such
objects are defined using the closed half-space Hm = {(x1, ..., xm) ∈ Rm | xm ≥ 0}
under the half-disk topology. The definition of a manifold with boundary is
a space where neighborhoods of points can be mapped homeomorphically to open
balls or “half-open” balls centered on the hyperplane Rm−1×{0}. The definition of
smooth manifold with boundary is simply the definition of a smooth manifold
where Rm is replaced with Hm. The subset ∂M ⊂M , called the boundary of M ,
is the set of points mapped to the hyperplane Rm−1 × {0}. Note this implies ∂M
is a smooth manifold of dimension m − 1. Lemma 2.7 can be extended to include
such objects (see Milnor [3], page 13) and to find the following.

Lemma 2.8. Let M be a smooth manifold with boundary ∂M . Let N be a smooth
manifold. Let f : M → N be a smooth function. Let y ∈ N be a regular value for
both f and f |∂M . Then ∂f−1(y) = f−1(y) ∩ ∂M .

Lemma 2.9. Let M be a compact manifold with boundary ∂M . Then there exists
no smooth map f : M → ∂M which leaves ∂M pointwise fixed.

Proof: The dimension of M is m and the dimension of ∂M is m − 1. Suppose
such a map f exists, then f |∂M = id. Notice all values of ∂M are regular under
the identity transformation. Choose any regular value of f (possible since regular
values are dense in ∂M). By Lemma 2.7 and Lemma 2.8, f−1(y) is a 1-manifold
with boundary f−1(y)∩ ∂M . Since f |∂M is the identity, the only point within this
intersection is y. Since f is continuous, f−1(y) is closed. Closed subsets of compact
spaces are compact. Therefore f−1(y) is also compact. All compact one manifolds
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are disjoint unions of line segments with boundary and loops without boundary.
Since line segments have an even number of boundary points, the number of bound-
ary points in f−1(y) must be even. But the only boundary point is {y}. Therefore
no such mapping f may exist. □

This statement is trivial for cases like S1×[0, 1] but is useful for examining mani-
folds with connected boundaries. Take the closed unit disk Dn where ∂Dn = Sn−1.
Lemma 2.9 shows there exists no smooth map which collapses Dn to Sn−1 in a
“fixed” manner. This fact leads directly to the Brouwer fixed point theorem.

Lemma 2.10. There does not exist a smooth map f : Dn → Dn without a fixed
point.

Proof : We will show such an f implies the existence of a smooth map r which
contradicts Lemma 2.9. Given any value x ∈ Dn draw a line connecting x to f(x)
and extending to ∂Dn. Define r(x) to be the intersection closer to x than f(x).

Figure 3. A visualization of the function r(x) on D2

Since Dn is centered at zero, this function can be formalized as r(x) = x + tu,

where u = x−f(x)
||x−f(x)|| and t = −x · u+

√
1− x · x+ (x · u)2. Since f is smooth and

f(x) ̸= x for any x ∈ Dn, r is smooth and defined for all x. Note that for x ∈ ∂Dn,
r(x) = x. Thus we have a smooth map r : Dn → ∂Dn which is fixed along the
boundary: a contradiction. □

Theorem 2.11. (Brouwer fixed point) There exists no continuous function
G : Dn → Dn without a fixed point.

Proof: By the Stone-Weirstrauss Theorem, any continuous map f : Dn → Dn

can be approximated by a polynomial P such that ||f − P || < ϵ for any x ∈ Dn.
Suppose G : Dn → Dn is continuous and without a fixed point. Then for any ϵ > 0
there exists a polynomial P1(x) such that ||G(x) − P1(x)|| < ϵ for any x ∈ Dn.

We can then form the function P (x) = P1(x)
1+ϵ whose image is contained within Dn.

Note ||G(x)|| ≤ 1 for any x ∈ Dn. Therefore

||G(x)− P (x)|| = ||G(x)− P1(x)

1 + ϵ
|| = 1

1 + ϵ
||ϵG(x) +G(x)− P1(x)||

≤ 1

1 + ϵ
(ϵ||G(x)||+ ||G(x)− P1(x)||) <

2ϵ

1 + ϵ
< 2ϵ

Note ||G(x) − x|| maps the compact set Dn into R. Therefore the image is closed
and bounded. A lower bound of 0 implies a fixed point. Therefore there must exist
some µ > 0 such that ||G(x) − x|| > µ. Set ϵ = µ

2 . Then ||G(x) − P (x)|| < µ.
If P (x) = x at any point, then we obtain the contradiction µ < ||G(x) − x|| < µ.
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Therefore P (x) has no fixed points. This contradicts lemma 2.10. □

The algebraic argument involves examining how continuous maps between spaces
induce maps between their fundamental groups. For those familiar with category
theory, we are defining a functor between the category of topological spaces and
the category of groups. As review, we define the following.

Definition 2.12. A path is a continuous map f from the interval [0, 1] = I to a
space X. A loop is a path where f(0) = f(1) = x0 ∈ X. Such an x0 is called the
loop’s basepoint.

Definition 2.13. Let f and g be paths such that f(0) = g(0) = x0 and f(1) =
g(1) = x1. They are homotopic (denoted f ≃ g) if there exists a continuous
function F : I2 → X such that F (x, 0) = f(x), F (x, 1) = g(x), F (0, t) = x0, and
F (1, t) = x1 for any t, x ∈ [0, 1]. Note ≃ is an equivalence relation.

Definition 2.14. Elements of the fundamental group π1(X,x0) are equivalence
classes (≃) of loops in X with basepoint x0.

(i) For any [f ], [g] ∈ π1(X,x0) the group operation [f ] ∗ [g] = [f ∗ g] where

f ∗ g =

{
f(2x) x ∈ [0, 12 ]

g(2x− 1) x ∈ ( 12 , 1]

(ii) The identity element [e] is the equivalence class of the constant loop.
(iii) The inverse of [f ] is the equivalence class with the reverse parameterization.

If f1(x) ∈ [f ], then f1(1− x) ∈ [f ]−1.

Note f ∗ g defined above simply concatenates loops; we can use a similar action
to examine path connected spaces. Consider such a space X and groups π1(X,x0)
and π1(X, y0) formed with different basepoints. Let h be the path from y0 to x0
and h−1 the reverse parameterization. Any loop fx based at x0 corresponds to a
loop h ∗ fx ∗ h−1 = fy based at y0. Under ≃ this operation is homomorphic and
has a well-defined inverse. Therefore π1(X,x0) ∼= π1(X, y0), allowing us to write
π1(X) for a path connected space.

Proposition 2.15. The fundamental group π1(S
1) is isomorphic to Z

The proof can be found in Hatcher [1], page 29. Each element of π1(S
1) is

determined by the net number of rotations. When loops with opposite parame-
terization are stitched together, they can be unwound into a net sum. Figure 4

Figure 4. Group operations in π1(S
1) visualized in S1 × I

demonstrates this process. Negative integers describe clockwise rotations; positive
integers counter-clockwise. This naturally leads to a fundamental group with the
structure of Z.
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Proposition 2.16. Let φ : X → Y be a continuous function where φ(x0) = y0.
Then the map φ induces a homomorphism φ∗ : π1(X,x0) → π1(Y, y0).

Proof: Given loops f1, f2 ∈ [f ] ∈ π1(X), one receives two new loops in Y through
the function φ ◦ f1 and φ ◦ f2. If there exists a homotopy F (x, t) between f1 and
f2, then φ ◦ F is a homotopy connecting φ ◦ f1 and φ ◦ f2. This implies φ∗ is
well-defined. One can further show φ(f ∗ g) ≃ φ(f) ∗ φ(g). Therefore the induced
map φ∗ : π1(X,x0) → π1(Y, y0) is a homomorphism. □

Furthermore f = φ2 ◦ φ1 implies f∗ = φ2∗ ◦ φ1∗ and f = id implies f∗ = id∗.

Proposition 2.17. The fundamental group of the unit disk π1(D
n) contains only

the identity element.

Proof: The unit disk is a convex space. Therefore, the equation f(t) = x1(1 −
t) + x2t defines a path in Dn between any two points x1, x2 ∈ Dn. For any
loop f(x), one can then choose the basepoint x0 ∈ Dn and define the homotopy
F (x, t) = x0(1− t) + f(x)t. This map contracts f to the constant loop. Therefore
π1(D

n) = [e]. □

This argument works for all convex spaces and naturally leads to the follow-
ing proof of the Brouwer fixed point theorem.

Theorem 2.18. (Brouwer fixed point for two dimensions) Any continuous
mapping f : D2 → D2 must have a fixed point.

Proof: Given a continuous function f : D2 → D2 without a fixed point, one can
define a map r : D2 → S1 fixed along the boundary S1 as in Lemma 2.10. Note
that this map is now continuous, not smooth. Let i : S1 → D2 be the inclusion
map of S1. The composition (r ◦ i) : S1 → S1 is the identity map. Therefore
(r◦i)∗ : π1(S

1) → π1(S
1) is the identity homomorphism. As stated, (r◦i)∗ = r∗◦i∗

where i∗ : π1(S
1) → π1(D

2) and r∗ : π1(D
2) → π(S1). But π1(D

2) = [e], so the
image of r∗ is only [e] ∈ π1(S

1). Since π1(S
1) ∼= Z, then r∗ ◦ i∗ ̸= id∗. This is a

contradiction. □

Figure 5. A homotopy bringing a trivial loop f on S2 to the
constant loop at x0

Unlike the differential proof, this argument fails at higher dimensions. The
structure of π1(S

n) becomes trivial for n ≥ 2 (as visualized in figure 5). In order to
generalize to any n, we need an algebraic tool with the same properties but which
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retains its structure for higher n-spheres. If one interprets the fundamental group
as mappings of S1 into a space, a higher dimensional analog using Sn (called πn)
seems natural. Unfortunately, these groups are unwieldy to calculate, limiting their
wider applications. We will explore an alternative in the next section.

3. The Hairy Ball Theorem

Take a sphere and smoothly assign to each point x ∈ S2 a vector on the tangent
space TMx. The hairy ball theorem states such a smooth vector field must include
a vanishing point. Both a differential and algebraic argument extend this property
to all Sn where n is even.

Definition 3.1. An orientation of a finite dimensional real vector space Rn

is an equivalence class of ordered bases. Two bases β0 = {v⃗1, ..., v⃗n} and β1 =
{w⃗1, ..., w⃗n} spanning Rn are the same orientation if the matrix A : Rn → Rn

such that A(v⃗i) = w⃗i for any i ∈ {1, ..., n} has a positive determinant. If det(A) < 0,
we say β0 and β1 are opposite orientations.

There are two orientations for all ordered bases of Rn. The orientation of the
trivial basis {e1, ..., en} is called +1 while the opposite is −1.

Example 3.2. Let β0 be an ordered basis of Rn. Let β1 be the basis formed by
reflecting β0 across a trivial basis vector. The matrix describing this transformation
is the identity matrix with a diagonal entry replaced by −1. Therefore β0 and β1
are opposite orientations.

Example 3.3. Let β0 and β1 be ordered bases of Rm. Let α0 and α1 be ordered
bases of Rn. Let 0m and 0n denote the zero vectors in Rm and Rn. One can create
an ordered basis for the vector space Rm ×Rn by considering (β0 × 0n, 0m ×α0) =
{v1 × 0n, ..., vm × 0n, 0m × w1, ..., 0m × wn} where vi ∈ β0 and wi ∈ α0. Suppose
dβ transforms β0 into β1 and dα transforms α0 into α1. Then the matrix

A =

(
dβ 0
0 dα

)
transforms (β0×0n, 0m×α0) into (β1×0n, 0m×α1) and det(A) = det(dβ) det(dα).

Definition 3.4. An oriented smooth manifold M is an m-manifold with a
choice of orientation for each tangent space TMx such that

(i) For any x ∈ M , there exists a neighborhood Ux and a diffeomorphic map
h : Ux → V where V is an open subset of Rm or Hm.

(ii) For any z ∈ Ux the map dhz : TMz → Rm must transform the assigned
basis of TMz into the standard basis on Rm.

The orientation of a smooth manifold M is a choice of orientation for each
TMx fulfilling the above requirement. Note dhz is an isomorphism for any z ∈ Ux.
The continuous change of dh guarantees a neighborhood U ′

x where det(dh) does
not change sign. Orientation is therefore locally constant on M . If M is connected,
there are only two orientations of M : one where every TMx is +1 and another
where every TMx is −1.

We will add an additional requirement on orientation for a manifold with bound-
aryM . For x ∈ ∂M , there are three types of vectors in TMx: those tangent to ∂M ,
those pointing into the manifold, and those pointing outward. Let {v2, ... , vm} be
an ordered basis on T (∂M)x and let n1 be the outward vector. We declare that the
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orientation of {n1, v2, ... , vm} is the same orientation as {v2, ... , vm}, also called
the boundary orientation.

Notice a 1-manifold with boundary N only has inward and outward vectors on
x ∈ ∂N . In this case, we simply say a boundary with an inward vector has an
orientation of −1 and a boundary with an outward vector has an orientation of +1
(one can see this choice is consistent with example 3.3). As such, a smooth choice
of orientation forces every oriented line segment to have both a positively oriented
boundary and a negatively oriented boundary.

Definition 3.5. Let f : M → N be a smooth map. Let M and N be smooth
orientable manifolds of dimension n such that M is compact and N is connected.
Let y ∈ N be a regular value of f . The degree of f at y is defined as

deg(f, y) =
∑

x∈f−1(y)

sign (dfx)

Since M and N are of the same dimension, f−1(y) is a collection of points. For
any xi ∈ f−1(y), there exists a neighborhood Uxi where f is invertible. Therefore
all such xi are locally isolated. Since M is compact, f−1(y) is finite. Therefore
deg(f, y) is well-defined for any regular value y ∈ N .

For each xi ∈ f−1(y) there is a neighborhood U ′
xi

where orientation is constant.

Let Ai = Uxi ∩ U ′
xi
. Then

⋂k
i=1 f(Ai) − f(M − A1 − ... − Ak) is an open neigh-

borhood of y ∈ N where degree is constant. Since regular values are dense and
N is connected, deg(f, y) is constant for all regular values of N . We can replace
deg(f, y) with deg(f).

Example 3.6. Let r : Sn → Sn be the antipodal map defined by r(x) = −x for
any x ∈ Sn. The map is bijective and the Jacobian of any x is

dfx =


−1 0 · · · 0
0 −1 · · · 0
...

...
. . .

...
0 0 · · · −1


Therefore deg(r) = sign(dfx) = (−1)n+1 since dfx is an n+ 1× n+ 1 matrix.

Degree is also additive over compact sets. Let f : M → N be smooth. Let
M = M1 ∪M2 where M1 and M2 are disconnected compact orientable manifolds.
Let A1 =M1 ∩ f−1(y). Let A2 =M2 ∩ f−1(y). Then

deg(f) =
∑

x∈A1∪A2

sign (dfx) =
∑
x∈A1

sign (dfx) +
∑
x∈A2

sign (dfx)

= deg(f |M1) + deg(f |M2)

Lemma 3.7. If f : M → N extends to a smooth map F : W → N where W is a
compact orientable manifold of dimension k + 1 and ∂W =M , then deg(f) = 0.

Proof: Let f extend to F : W → N as above. Therefore f = F |∂W . Let y
be a regular value of F and f . Consider the 1 manifold F−1(y). By Lemma 2.8,
∂F−1(y) = ∂W ∩F−1(y) =M ∩F−1(y). The manifold F−1(y) is a closed subset of
a compact space W . Therefore F−1(y) must be compact: a finite union of arcs and
circles which inherit the orientation of M . Let Ai ⊂ F−1(y) be one of these arcs.
Then {a} ∪ {b} = ∂Ai. Let {a} have an inward vector and {b} have an outward
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vector. Notice a, b ∈ M = ∂W . The orientations of TWb and TWa must agree
since W is connected. The basis of TWa is {−n1, v2, ... , vm} where {v2, ... , vm} is
the oriented basis of TMa. Similarly, the basis of TWa is {n1, w2, ... , wm} where
{w2, ... , wm} is the oriented basis of TMb. Therefore TMb and TMa must be
oppositely oriented. This implies deg(f |Ai

) = 0. Since circles have no intersection
on M , deg(f) =

∑
deg(f |Ai

). Therefore deg(f) = 0. □

Definition 3.8. Let f, g : M → N be smooth maps. Let F : M × I → N be a
homotopy such that F is smooth, F (x, 0) = f(x), and F (x, 1) = g(x). Then F is
called a smooth homotopy and the two mappings f, g are considered smoothly
homotopic (written f ∼ g).

Lemma 3.9. Let f, g : M → N be smooth maps between manifolds of the same
dimension. If f ∼ g, then deg(f) = deg(g).

Proof: Let F :M×I → N be the smooth homotopy between f and g. Note that
the domain M × I is a smooth orientable manifold with boundary (simply attach
to every TMx × {t} the trivial vector along I). By example 3.3, M × I inherits
the orientation of M . Note ∂(M × I) is the union of disconnected components
M × {0} = A and M × {1} = B where TAα has an inward vector for α ∈ A
and TBβ has an outward vector for β ∈ B. As in the proof of Lemma 3.7, the
orientations of TMα and TMβ must be opposite. Define H : A ∪ B → N such
that H|A = f and H|B = g. Then F is a smooth extension which satisfies the
properties in Lemma 3.7. Therefore deg(H) = 0. Since the TAα has the inward
vector, orientations in the preimage reverse. Therefore deg(H) = deg(f)− deg(g).
This implies deg(f) = deg(g). □

Definition 3.10. Let M be a smooth manifold. The tangent bundle TM is the
union of all {x} × TMx for x ∈ M . A smooth vector field v on M is a smooth
map v :M → TM where v(x) is a vector in TMx.

Theorem 3.11. (hairy ball) There can exist no non-vanishing smooth vector field
v on an even n-sphere Sn.

Proof: For any x ∈ Sn embedded in Rn+1, the tangent space TSn
x = {v⃗ ∈

Rn+1| x⃗ · v⃗ = 0}. Suppose a smooth non-vanishing vector field v exists on Sn.

Define a new smooth vector field w(x) = v(x)
||v(x)|| . Since v(x) ̸= 0 for any x ∈ Sn,

w(x) is well defined. For x ∈ Sn and t ∈ [0, π], we can define the smooth homotopy
F (x, t) = x⃗ cos(t) + w(x) sin(t). Note that

||F (x, t)||2 = (x⃗ · x⃗) cos2(t) + 2(x⃗ · w(x)) sin(t) cos(t) + (w(x) · w(x)) sin2(t) = 1

since both x⃗ and w(x) are unit vectors. Therefore F (x, t) ∈ Sn for any x ∈ Sn

and t ∈ [0, π]. But F (x, 0) = x⃗ and F (x, π) = −x⃗. Therefore F (x, t) is a smooth
homotopy between the identity map and the antipodal mapping r(x) = −x. Notice
deg(id) = 1. By lemma 3.9, deg(r) = 1. By example 3.6, this is only possible when
n is odd. □

We will now present an algebraic approach which involves introducing a more
limited definition of degree. Its construction will be rooted in homology, a subject
too rich to capture within this paper. For a rigorous introduction see chapter 2 of
Hatcher [1]; what follows is a quick outline for review.
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An n-cell, written en, is a space homeomorphic to the n-dimensional unit disk
Dn. Let X0 be a collection of 0-cells. Map a collection of 1-cells onto elements of
X0 such that the 0-cells form the boundaries of the 1-cells. This collection is called
X1. In general, Xn is created by mapping n-cells onto Xn−1 such that the previous
elements form the boundaries of the n-cells. A cell complex of X is the collection
of sets Xn and the connective maps defining their construction. Let Cn(X) be the
abelian group generated by the n-cells in Xn. A chain complex is the structure

0 Cm(X) ... C1(X) C0(X) 0
∂m+1 ∂m ∂2 ∂1 ∂0

where ∂n are homomorphic maps from Cn(X) to Cn−1(X) formed by mapping n-
cells to linear combinations of their boundaries. These boundary maps are such
that ∂n ◦ ∂n+1 = 0 for any n. In other words, Im(∂n+1) ⊂ ker(∂n). We define the
homology group Hi(X) = Ker(∂i)/Im(∂i+1).

A proper introduction to the subject replaces n-cells en with rigid manifolds
called n-simplexes ∆n (discussed in the next section). The triangular structure of
such objects leads to a natural definition of ∂n such that ∂n+1 ◦ ∂n = 0. Homology
groups follow as before. One can experiment a bit with the procedure, generat-
ing the abelian groups Cn(X) with the uncountable set of continuous functions
f : ∆n → X. One can use ∂n on the simplex to define a new boundary map on
these functions; despite being a radically different approach, both methods produce
equivalent homology groups. The former, called simplicial homology, allows for
quick calculations, while the latter, called singular homology, allows for natu-
ral generalizations to any topological space. The procedure with n-cells outlines
cellular homology, another equivalent method, which we will use below.

Example 3.12. The unit sphere Sn can be constructed with a n-cell and a 0-cell.
Therefore Cn(S

n) ∼= C0(S
n) ∼= Z and Ck(S

n) ∼= 0 for any other k. Notice

0 Z 0 ... 0 Z 0
δn+1 δn δn−1 δ2 δ1 δ0

Since ∂i are homomorphisms, the homology group Hk(S
n) ∼= Z if k = n or 0. The

group is trivial for any other value of k.

Definition 3.13. Given a continuous function f : Sn → Sn, we have an induced
homomorphism f∗ : Hn(S

n) → Hn(S
n). Since f∗ : Z → Z, f∗(x) = αx where

α ∈ Z,. The homology degree of f , denoted degH(f), is the integer α.

To learn the specifics of such induced mappings see Hatcher [1], page 111. One
can understand f∗ in this context as a mapping of “dimensional holes”. To be well-
defined, a continuous function f : Sn → Sn must wrap the n-sphere around itself.
The degree α tracks the number of “rotations” around the image per “rotation” in
the domain. A negative α accounts for a flip in orientation.

Proposition 3.14. If f and g are continuous maps f, g : Sn → Sn, then degH(f ◦
g) = degH(f) degH(g).

Proof: Note (f ◦ g)∗ = f∗ ◦ g∗. Suppose g∗(x) = αx and f∗(x) = βx, then
f∗ ◦ g∗(x) = f∗(αx) = αβx. Therefore deg(f ◦ g) = deg(g) deg(f). □

One can further show homotopic maps induce the same function on a space’s ho-
mology groups (Hatcher [1], page 112). Therefore if f, g : Sn → Sn are homotopic,
then degH(f) = degH(g).
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Proposition 3.15. Let r : Sn → Sn be the antipodal mapping of the n sphere,
then degH(r) = (−1)n+1.

Proof: Note r can be written as r = φn+1 ◦ ...◦φ1 where φi(x1, ..., xi, ..., xn+1) =
(x1, ...,−xi, ..., xn+1). As previously discussed, degH(φi) = −1. By proposition
3.14, the homology degree of r is (−1)n+1. □

Note that the new definition of degree has the same properties as the differ-
ential version (though homotopy invariance is a bit stronger). As such, we can
borrow the argument from the differential proof.

Theorem 3.16. (hairy ball) There can exist no non-vanishing smooth vector field
v on an even n-sphere Sn.

Proof: As before, assume a smooth non-vanishing vector field v on Sn exists. Cre-

ate the new vector field w(x) = v(x)
||v(x)|| . Once again, F (x, t) = x⃗ cos(t)+w(x) sin(t)

proves r ≃ id. Therefore degH(r) = (−1)n+1 = degH(id) = 1. This is impossible
when n is even. □

4. The Lefschetz Fixed Point Theorem

The Lefschetz fixed point theorem allows us to deduce the behavior of f from
f∗. If f∗ : Hn(X) → Hn(X) has a specific property, quantified by the Lefschetz
number, the function f : X → X must have a fixed point. This fact shows if M
admits a smooth non-vanishing vector field, then its Euler Characteristic is zero.

To begin, consider a CW complex built from rigid triangular n-cells described
by {α1v⃗1 + ... + αnv⃗n|

∑
αi ≤ 1}, where vectors v⃗i form a basis in Rn. A 1-cell

becomes a straight line, a 2-cell a triangle, a 3-cell a tetrahedron, and so on. Such
an n-cell is called a simplex, and such a cellular complex a simplicial complex.
A map f : K → L between simplicial complexes K and L is considered simplicial
if each simplex in K is mapped to a simplex in L by a linear function taking vector
to vector. Futhermore, one can define a standard way of dividing a simplicial
complex to create a finer structure, called a barycentric subdivision, where each
n-simplex divides into finitely many n-simplices. Iterative barycentric subdivisions
allow one to pick an ϵ > 0 and divide a simplicial complex K into a finite collection
of simplexes {σi}k such that sup{δ(x, y)| x, y ∈ σi} < ϵ for any i ∈ {1, ..., k}. The
quantity sup{δ(x, y)| x, y ∈ σi} is known as the diameter of σi.

Lemma 4.1. (simplicial approximation) If K is a finite simplicial complex
and L is an arbitrary simplicial complex, then any map f : K → L is homotopic
to a map g : K → L that is simplicial with respect to some iterated barycentric
subdivision of K.

The proof relies on the diameter restriction for each σi. Picking a small enough
ϵ, one can force x to be mapped into the same simplex by both f(x) and a new
simplicial function g(x). The full argument can be found in Hatcher [1], page 178.

Definition 4.2. Let homology groups have coefficients in Z. The Lefschetz num-
ber τ(f) of a map f : X → X is defined as

τ(f) =
∑
n=0

(−1)ntr(f∗ : Hn(X)/Tor(Hn(X)) → Hn(X)/Tor(Hn(X))
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The set Tor(X) refers to the cyclic elements of a groupX. The Lefschetz number
is only concerned with the free part of the homology groups.

Theorem 4.3. (Lefschetz fixed point) Let X be a finite simplicial complex and
let f : X → X be such that τ(f) ̸= 0. Then f has a fixed point.

Proof: Suppose f : X → X has no fixed points. Since X is compact, there must
exist an ϵ > 0 such that δ(x, f(x)) > ϵ. Let L be the simplicial subdivision of X
such that each simplex σ ∈ L has a diameter less than ϵ

2 . Consider f : L→ L. Ac-
cording to lemma 4.1, there exists a subdivision of L named K such that f : L→ L
is homotopic to the simplicial map g : K → L. For any x ∈ X, f(x) and g(x)
are contained within the same simplex of L. Therefore δ(f(x), g(x)) < ϵ

2 . Since
δ(x, f(x)) > ϵ, we know δ(g(x), x) > ϵ

2 by the triangle inequality. Therefore any
x ∈ K must be mapped to a different simplex in L by g. So g(σ) ∩ σ = ∅ for any
simplex σ ⊂ K. Consider g∗ : Hn(K)/Tor(Hn(K)) → Hn(K)/Tor(Hn(K)). Each
basis element σi ∈ Hn(K) will be sent to σj ∈ Hn(K) where j ̸= i. Therefore, the
value of any diagonal entry along the matrix representing g∗ must be 0. Therefore,
τ(g) = 0. Since g ≃ f , we know f∗ = g∗. Therefore τ(g) = τ(f) = 0. □

Classical results in topology have shown that a compact smooth manifold M
is homeomorphic to some finite simplicial complex X (see Whitehead [5]). One can
use this fact to extend the Lefschetz fixed point theorem to any compact smooth
manifold (see Bredon [2] page 256). We will use this extension to examine the
implications for compact boundaryless manifolds, also called closed manifolds.

Definition 4.4. Let M be a smooth manifold. Let v be a smooth vector field
on M . The flow generated by v on the manifold is the map F : M × I → M
where F (x, 0) = x for any x ∈ M , F (t, F (s, x)) = F (t + s, x) for any s, t ∈ I, and
∂F
∂t |x = v(x) for any x ∈M .

One can picture flow as smooth lines embedded on a manifold tracking how
position changes with time t. Any smooth vector field generates such a function.

Lemma 4.5. Let M be a closed and smooth manifold. Let v be a non-vanishing
smooth vector field on M . Let F be the flow generated by v. Then there exists T
such that F (x, t) ̸= x for any t ∈ (0, T ] and x ∈M .

Proof: Choose a neighborhood Ux whose diffeomorphic mapping to V ⊂ Rm

turns v into a locally constant vector field. Such a value of Tx must exist for Ux.
One can create a covering {Uxi

} of the manifold M . Since M is compact, there is
a finite covering. The minimum Txi

satisfies the property above. □

Definition 4.6. The Euler characteristic of a space X, written χ(M), is the
alternating sum of the rank of X’s homology groups:

χ(M) =
∑

(−1)i rank(Hi(X))

Corollary 4.7. Let M be a smooth and closed manifold. If M admits a smooth
non-vanishing vector field v, then the Euler Characteristic χ(M) = 0.

Proof: Let v be a smooth non-vanishing vector field on M . Let F be the
flow generated by v. By Lemma 4.5, there exists T such that F (x, T ) ̸= x. Let
f(x) = F (x, T ). Therefore f is a function without fixed points. By the extension
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of Theorem 4.3, τ(f) = 0. Since F (x, 0) = id, the flow gives a smooth homotopy
between f and id. Therefore τ(f) = τ(id), which implies

τ(f) = τ(id) =
∑

(−1)ntr(id∗ : Hn(M)/Tor(Hn(M)) → Hn(M)/Tor(Hn(M)))

=
∑

(−1)nrank(Hn(M)) = χ(M)

since rank does not consider the torsion group. Therefore χ(M) = 0. □

Note that this corollary gives us a much more general version of the hairy ball
theorem. Using example 3.12, the Euler characteristic χ(Sn) = 1 + (−1)n. There-
fore, there may exist no non-vanishing smooth vector field on Sn when n is even.
The corollary also serves to define a vacuous case of the following theorem.

5. The Poincaré-Hopf Theorem

The Poincaré-Hopf theorem describes an explicit relation between the Euler
Characteristic of a closed smooth manifold M and its smooth vector fields. This
section presents a proof for closed smooth orientable manifolds by establishing the
index sum as an invariant on such objects, then relating it to the Euler characteristic
using basic Morse theory. To that end, we define the following.

Definition 5.1. Let M be a smooth manifold of dimension m. Let v be a smooth
vector field on M . A zero point of v is a value z ∈ M where v(z) = 0. Let the
zero points of v be isolated from each other. Take a local neighborhood Uz such
that Ūz is homeomorphic to Dm and consider the function v̄ : ∂Ūz → Sm−1 such

that v̄(x) = v(x)
||v(x)|| . The index of v at z is defined to be i = deg(v̄).

Note we use the differential degree, not the homology equivalent.

Definition 5.2. A zero point z of a vector field v is called nondegenerate if the
Jacobian of the smooth vector field dvz is invertible.

By the inverse function theorem, nondegenerate zeros are isolated from each
other. Furthermore, one can find that det(dvz) > 0 implies the index is 1 and
det(dvz) < 0 implies the index is −1 (see Milnor [3] page 37).

Definition 5.3. Let X be a compact smooth manifold of dimensionm with bound-
ary ∂X. The Gauss map G : ∂X → Sm−1 maps each x to its outward unit vector.

Lemma 5.4. Let X be a compact smooth orientable manifold with boundary ∂X.
Let v be a smooth vector field on X with only nondegenerate zeros such that x ∈ ∂X
implies v(x) points outwards. Then the sum of all indexes of v, written Σ(i), is
equal to the degree of the Gauss Mapping G : ∂X → Sn−1.

Proof: Let {zl} be the set of all zero points. Since X is compact and each zl is
isolated, this set is a finite collection {zl}k. Each zl has a local open ball Bl centered
on itself. Consider the new manifold X ′ = X −{Bl}k. Notice ∂X ′ = ∂X ∪ {∂Dl}k

where Dl is the closure of Bl. Consider v̄ : ∂X ′ → Sm−1 where v̄(x) = v(x)
||v(x)|| is

smooth and well defined. The map can be smoothly extended to all X ′ since zero
points of v were removed. By Lemma 3.7, deg(v̄) = 0. The components ∂X and
∂Dl are disjoint and compact. Therefore deg(v̄) = deg(v̄|∂X) + Σk

l deg(v̄|∂Dl⊂X′).
Note G ≃ v̄|∂X since v̄ points outwards on ∂X. Therefore deg(G) = deg(v̄|∂X).
Examine the following image. Removing an open ball from an embedded oriented
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Figure 6. Flip in the direction of the inward and outward vector.

manifold flips the direction of the inward and outward vectors at the boundary. As
such, deg(v̄|∂Dl⊂X) = −deg(v̄|∂Dl⊂X′). The index of zl is deg(v̄|∂Dl⊂X). Therefore
deg(v̄) = deg(G)− Σ(i) = 0. □

This lemma defines a specific invariance which can be used to find a more general
case. One can use M embedded in Rk to create a k dimensional manifold. This
space, named Nϵ, is the set of all x ∈ Rk where there exists y ∈ M such that
δ(x, y) ≤ ϵ. One can think of Nϵ as an expansion of M in Rk.

Lemma 5.5. : Let M be a closed smooth orientable manifold of dimension m
embedded in Rk. Let v be a smooth nondegenerate vector field on M . Then the
index sum Σ(i) is equal to the degree of the Gauss Mapping G : ∂Nϵ → Sm.

Proof: Let r : Nϵ → M be the function r(x) = {y ∈ M | δ(x, y) = inf(δ(x, y))}.
For a small enough ϵ, the map r is well defined and smooth. Note r brings each
x to its closest point on M . The vector x − r(x) is then perpendicular to the
tangent space TMx for any x ∈ Nϵ and smoothly defined. Consider the function
φ = ||x − r(x)||2 and its gradient ∇φ = 2(x − r(x)). Note that the boundary
∂Nϵ = φ−1(ϵ2). We can form the outward unit vector along ∂Nϵ using ∇φ such

that G(x) = ∇φ
||∇φ|| = x−r(x)

ϵ . Now use the vector field v on M to define a new

smooth vector field w : Nϵ → TNϵ where w(x) = (v ◦ r)(x) + x − r(x). Note
(v ◦ r)(x) ∈ TMx, so (v ◦ r)(x) ⊥ (x− r(x)). The TMx component of w vanishes at
the zeros of v and the remaining component vanishes when r(x) = x. Therefore the
zeros of v are also the zeros of w. Note r−1(x) is a closed ball of dimension k −m
and radius ϵ. The vectors (x−r(x)) lie on these balls. Since r(x) is constant on this
space, x − r(x) only changes with x. Therefore d(x − r(x)) is id : Rk−m → Rk−m

on the ball. Given a vanishing point z,

dwz =

(
dvz 0
0 id

)

Since dvz is invertible, the matrix dwz is invertible. Therefore all zero points of
w are nondegenerate. Since det(dwz) = det(dvz), the index sum of v equals the
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index sum of w. Note w ·G = 1
ϵ ||(x− r(x))||2 = ϵ. Therefore the vector field w is

outward for x ∈ ∂Nϵ. By Lemma 5.4, the index sum of w equals deg(G). Therefore
the index sum of v equals deg(G). □

The index sum of a nondegenerate vector field v on a closed smooth manifold
M is thereby constant. Before generalizing this invariance to vector fields with
degenerate zeros, we will address the relation between χ(M) and the index sum.

Examine the torus pictured below with the height function f : T2 → R. One can
see 4 critical points: a1, a2, a3, & a4. Define the set Mz = {x|f(x) ≤ z}. Notice
Mz changes structure when z = f(ai). For z ∈ (a1, a2), Mz is homeomorphic to
D2. Yet for z ∈ (a2, a3), Mz is homeomorphic to S1 × I. Morse theory gives us a
way of formalizing these changes with n-cells.

Figure 7. Motivation for Morse Theory

Definition 5.6. Let f :M → R be smooth. Let M be a manifold of dimension m.
The Hessian Hf of f is defined to be the following matrix:

Hf =



∂2f
∂x2

1

∂2f
∂x1∂x2

· · · ∂2f
∂x1∂xn

∂2f
∂x2∂x1

∂2f
∂x2

2
· · · ∂2f

∂x2∂xn

...
...

. . .
...

∂2f
∂xn∂x1

∂2f
∂xn∂x2

· · · ∂2f
∂x2

n


Definition 5.7. A critical point p of f is called Morse nondegenerate if the
Hessian at p is invertible.

Definition 5.8. The index IH of the Hessian Hf at a point is the number of
negative eigenvalues.

Lemma 5.9. (Morse’s) Let p be a Morse nondegenerate critical point of f on
M . Then there exists a local coordinate system (y1(x), ..., yn(x)) of a neighborhood
Up ⊂M such that yi(p) = 0 and

f = f(p)− y21 − y22 − ...− y2λ + y2λ+1 + ...+ y2n

holds for all x ∈ Up.
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We now have a quick tool for calculating IH at critical points. The index IH
is invariant with changes in coordinate systems. The Hessian with respect to this
coordinate system is a diagonal matrix with λ entries equal to −2 and n−λ entries
equal to 2. Therefore IH = λ.

Notice negative values on the diagonal of Hf indicate which directions on the
manifold M form a “peak” of f . They determine what connects the critical point
p to the set M(f(p)−ϵ) for some small ϵ > 0. The more negative eigen values, the
higher the dimension of this “downward path”. We can formalize this with the
following.

Lemma 5.10. Let f : M → R be smooth. Let p ∈ M be a non-degenerate critical
point with index λ. Let f(p) = c. Suppose f−1[c− ϵ, c+ ϵ] is compact and contains
no other critical points. Then the set Mc+ϵ deformation retracts to Mc−ϵ∪eλ where
eλ is a cell complex of dimension λ attached to Mc−ϵ.

Lemma 5.11. Let f : M → R be smooth. Let a, b ∈ R such that f−1[a, b] is
compact and contains no critical points of f . Then Mb deformation retracts to Ma.

A deformation retract is a retraction map defined by a homotopy F : X×I →
Y where Y ⊂ X and F (x, t) = x for any x ∈ Y and t ∈ I. If X deformation retracts
to a subspace Y , then Hn(Y ) ∼= Hn(X). As such, lemma 5.10 and 5.11 can be used
to calculate homology groups. For the remainder of the paper, assume coefficients
in Z.

Definition 5.12. Let X and A ⊂ X be topological spaces. Let Cn(X,A) be the
quotient group Cn(X)/Cn(A). The homomorphisms ∂i : Ci(X) → Ci−1(X) induce
maps φi on these quotient groups, forming the chain complex

0 Cn(X,A) ... C1(X,A) C0(X,A) 0
φn+1 φn φ2 φ1 φ0

A relative homology group Hi(X,A) = ker(φi)/Im(φi+1).

Relative homology can be thought of as homology “mod” some space. We will
take advantage of this framework to give a generalization of the Euler characteristic.

Definition 5.13. Given two spaces Y ⊂ X, the Euler characteristic χ(X,Y ) =∑
(−1)i rank Hi(X,Y ).

Notice that when Y = ∅, we recover our original definition χ(X, ∅) = χ(X). The
switch to relative homology also allows us to make use of the following properties.

Definition 5.14. A good pair is a pair of topological spaces (X,A) where A ⊂ X
and A is a deformation retract of a neighborhood of X.

Proposition 5.15. If (X,A) is a good pair, then Hn(X,A) ∼= Hn(X/A) for n ≥ 1
and H0(X,A)× Z = H0(X/A).

Proposition 5.16. Given Z ⊂ Y ⊂ X then χ(X,Z) = χ(X,Y ) + χ(Y, Z).

Proof: We can construct the following long exact sequence of relative homology
groups

0 Hv(Y, Z) ...
tz tz−1

... Hi(Y, Z) Hi(X,Z) Hi(X,Y ) Hi−1(Y,Z) ...
ti+1 ti ti−1

... H0(X,Y ) 0
t1 t0
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Notice ker(t0) = H0(X,Y ), so Im(t1) ∼= H0(X,Y ). Therefore, rank(H0(X,Y )) =
rank(Im(t1)) = rank(H0(X,Z))−rank(Im(t2)) = rank(H0(X,Z))−rank(H0(Y,Z))+
rank(Im(t3)). The iterative process terminates at tz with the equation∑

(−1)n(rank(Hn(X,Y )) + rank(Hn(Y, Z))) =
∑

(−1)n rank(Hn(X,Z))

Therefore χ(X,Z) = χ(X,Y ) + χ(Y, Z). □

Proposition 5.17. (excision) Let Z ⊂ A ⊂ X be topological spaces. Let the
closure of Z be contained in A. Then Hn(X,A) ∼= Hn(X − Z,A− Z) for any n.

Lemma 5.18. Let M be a compact manifold of dimension m. Let f :M → R be a
smooth function with isolated and non-degenerate critical points. Then

χ(M) = χ(M, ∅) =
m∑

λ=0

(−1)λCλ

where Cλ is the number of critical points with the index λ.

Proof: Let Mn = M and M0 = ∅. Choose a smooth function f : M → R as
above such that the relation f(a1) < f(a2) < ... < f(an) holds for the set of all
critical points {a1, ..., an}. Consider subsets M0 ⊂M1 ⊂ ... ⊂Mn where Mi =Mci

and ci ∈ (f(ai), f(ai+1)). By proposition 5.16

χ(M, ∅) =
n−1∑
i=0

χ(Mi+1,Mi)

χ(Mi+1,Mi) =
∑
k=0

(−1)k rank Hk(Mi+1,Mi)

By Lemma 5.10 and 5.11,Mi+1 deformation retracts toMi∪eλ where λ is the degree
of the critical point ai+1. One can show Hk(Mi+1,Mi) = Hk(Mi ∪ eλ,Mi). By
excision, Hk(Mi∪eλ,Mi) = Hk(e

λ, ∂eλ). Note (eλ, ∂eλ) is a good pair and the space
eλ/∂eλ is the λ-dimensional unit sphere. By proposition 5.15, Hk(e

λ, ∂eλ) ∼= Z for
k = λ and Hk(e

λ, ∂eλ) ∼= 0 for k ̸= λ. Therefore, χ(Mi+1,Mi) = (−1)λi+1 where
λi+1 is the degree of ai+1. Furthermore

χ(M) = χ(M, ∅) =
∑

χ(Mi+1,Mi) =

m∑
λ=0

(−1)λCλ □

Such an f : M → R can be chosen since the set of smooth functions with non-
degenerate zeros is dense in C∞(M,R) whenM is compact (see Audin and Damian
[8], page 12). With this, we return to our examination of the index sum.

Proposition 5.19. Let M be a compact smooth manifold of dimension M . Let v
be a smooth vector field with isolated degenerate zeros on M . Then there exists a
vector field v′ with the same index sum containing only nondegenerate zeros.

Proof: Let z be an isolated degenerate zero of v. Let Uz be a local neighborhood
homeomorphic to Dm. Let U ′

z be a similar neighborhood where Ū ′
z ⊂ Uz. Let

λ : Uz → [0, 1] be the smooth bump function where λ(x)|U ′
z
= 1 and λ(x)|∂Uz

= 0.
Define the smooth vector field v′(x) = v(x) − yλ(x) where y is a regular value of
v(x). The zeros z′i of v

′ are points where v(z′i) = y in Ū ′
z. Since y is a regular value,

such zeros are nondegenerate. One can show the index sum of v′ on Uz equals the
index of v using an argument similar to the proof of lemma 5.4. One can replace
all degenerate zeros in the same manner, preserving the index sum on M. □
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Theorem 5.20. (Poincaré-Hopf) Let M be a closed smooth orientable manifold
of dimension m. Let v be a smooth vector field on M containing only isolated zeros.
Then the index sum

∑
(i) of v equals the Euler Characteristic χ(M).

Proof: By Lemma 5.5, the index sum
∑

(i) is the degree of the Gaussian mapping
of Nϵ for some small ϵ > 0. Let f : M → R be a smooth function with exclusively
isolated and morse non-degenerate critical points. Define a vector field w such that
w(x) = ( ∂f

∂x1
, ..., ∂f

∂xm
). The zeros of w are the critical points of f . Furthermore

dwx =



∂2f
∂2x1

∂2f
∂x1∂x2

· · · ∂2f
∂x1∂xm

∂2f
∂x2∂x1

∂2f
∂2x2

· · · ∂2f
∂x2∂xm

...
...

. . .
...

∂2f
∂xm∂x1

∂2f
∂xm∂x2

· · · ∂2f
∂2xm

 = Hfx = ATHfyA

where ATHfyA is the local change in coordinates guaranteed by Morse’s Lemma.
Since all critical points are Morse non-degenerate, the zeros of the vector field are
nondegenerate. Note det(dwx) = det(A)2 det(Hfy ). Therefore sign(det(dwz)) =

sign(det(Hfy )) = (−1)λ where λ is the degree of the critical point. Since the sign of

the determinant determines the index, we can find
∑

(i) =
∑

(−1)λCλ. Therefore
χ(M) =

∑
(i) by lemma 5.18. □

Besides showing how the Euler characteristic of a space influences its smooth
vector fields, this theorem defines a new method for calculating the Euler charac-
teristic which avoids homology. Take S2 and define a smooth vector field pointing
from the north to the south pole at every x ∈ S2. Let the poles be the only ze-
ros. Both have an index of 1, so by Poincaré-Hopf χ(S2) = 2. We can check this
is correct by computing the Euler characteristic directly with example 3.12. The
extension to non-orientable manifolds generalizes this method to all closed smooth
manifolds.
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