AN INTRODUCTION TO RINGS WITH ALGEBRAIC CURVES

LIAM EIFERT

ABSTRACT. We will develop some concepts in ring theory and in classical al-
gebraic geometry so that they are accessible to a reader with no background in
algebra. We present an example using the integers and one using polynomials
for each new ring theory concept with the first often trying to offer clarity and
the second motivation. At the same time, we will try to build up the theory
of algebraic curves using ample graphs to emphasize the geometric intuition.
We finish with a discussion of the multiplicity of points on a curve and some
other interesting techniques that have applications in more advanced topics in
algebraic curves.
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1. RINGS AND IDEALS

The purpose of this paper is firstly to introduce ring theory guided by concrete
examples. Our two example rings will be the integers and polynomials with coeffi-
cients in the field k. Asis standard, we refer to the integers as Z and the polynomials
of n variables with the coefficients in the field k as k[z1,x9,...2z,]. When dealing
with 2 or 3 variables we will often use k[z,y] or k[x,y, z]. Secondly, this paper also
seeks to gradually introduce the reader to some basic ideas of classical algebraic
geometry which arise naturally when studying polynomial rings. Before proceeding
any further we clarify in what way the integers and polynomials are similar: the
definition of a ring.

Definition 1.1. A ring R is a set endowed with two binary operations, which we

call addition, denoted with “+” and multiplication, denoted with “”. For those

familiar with the field axioms, a ring follows all the field axioms except for the
1
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existence of multiplicative inverses for non-zero elements and the commutivity of
multiplication. ! The ring axioms are therefore as follows for all 7, s,t € R:

RA(1) Addition is commutative, so r+ s =s+r

RA(2) Addition is associative, so r + (s +1t) = (r +s) +t

RA(3) There exists an additive identity, 0 such that for all r € R, then r +0=1r
RA(4) There exist additive inverses for all » € R, which we denote (—r), such that

r+(-r)=0
RA(5) Multiplication is associative, so r - (s-t) = (r-s) -t
RA(6) Multiplication distributes with respect to addition, so r - (s +t) = rs + rt
and (s+1t)-r=sr+tr
For our purposes when we refer to a ring in the rest of this paper we will usually
mean a commutative ring with identity in which r - s = s-r and there exists a
multiplicative identity, 1 for which r-1=1-r =1.

We recognize that Z is a ring with the regular notions of addition and multipli-
cation. It is the prototypical example of a ring.

To see that k[z, ..., x,] is a ring we can once again use the familiar notions of addi-
tion and multiplication of polynomials. We can reduce it to the single variable case
by considering k[z1,...xp—1][zn]. This is the polynomial ring of one variable, x,,
with coefficients as polynomials in n — 1 variables over a field k, k[zy,...,2,_1].2
This trick will come up again and is important in many inductive arguments. We
will not go through the process of verifying each ring axiom for the single variable
case since the proof would be quite tedious and overly formal which goes against
the spirit of this paper.

In a course on rings, one would follow these axioms carefully and deduce some dif-
ferent classifications and properties of rings (we have already done so by restricting
ourselves to commutative rings). The theory developed has powerful, wide-ranging
applications, but this might not be obvious to beginners. This paper therefore
aims to use plenty of examples to motivate the study of rings. We now present the
definition of an ideal along with examples in the integers and polynomials.

Definition 1.2. An ideal, I, is a subset of a ring R that satisfies the following two
properties:

(1) fa,belthena+bel

(2) ifre R,and a € I, then ra € T

We note that the concept of an ideal is actually stronger than that of a subring.
An ideal is a subring which also “swallows up” elements of R (which may not be in
the ideal) by multiplication such that products remain in the ideal. The simplest
ideals of any ring are the ring itself and {0}.

Example 1.3. We can find ideals of the integers from the common concept of
“multiples” of any integer. For example, if we take the positive and negative multi-
ples of 5 then we form an ideal which we denote 5Z. It satisfies our two properties

INote that some authors require a ring to contain a multiplicative identity and refer to those
that don’t as “rngs”, and a few do not require the associativity of multiplication.

2The observant reader may object here that k[z1,...,zn—1] is not a field, but this is not a
necessary condition of a polynomial ring in general, just the type of polynomial ring which we are
choosing to study.
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of an ideal since the sum of any two multiples of 5 is a multiple of 5 and the product
of any integer and a multiple of 5 is a multiple of 5. It turns out that these multiples
form all of the ideals of the integers, but this is not important to the paper so we
will not prove this.

Before continuing with an example of an ideal of polynomials, we discuss the
field £ which forms the coefficients. Until otherwise stated it will be perfectly fine
for the reader to imagine k as any field and in particular may be helpful to use the
real or rational numbers to develop intuition. However, eventually we will require
that k is algebraically complete and usually use the complex numbers, C.

Example 1.4. Let us consider the ring k[z,y] and its ideal

1((0,0))* = {p(z,y) € klz,y] | p(0,0) = 0}.
We are treating our polynomials as functions of x and y here in the normal way,
so we recognize that

if (0,0) = 0 and p(0,0) = 0, then (p + ¢)(0,0) = p(0,0) + q(0,0).
Additionally,
if p(0,0) = 0, then p(0,0)q(0,0) = 0(¢(0,0)) = 0 whether or not ¢(0,0) = 0.

So, we see that I((0,0)) is an ideal. However, we also recognize that all the terms
of the polynomial with a variable will vanish at (0,0) so the polynomial evaluates
to be equal to its constant term there. Therefore, 1((0,0)) is also just the set of all
polynomials composed of only =% and y’ terms for all i € N since the constant term
is equal to 0.

We saw in both of our previous examples that we were able to reduce our ideal
down to some essential elements. To formalize this, we introduce the following
definition.

Definition 1.5. A set S generates an ideal I C R if

I = {Zaisi|ai ER,SiES}

In general for any S C R then the ideal generated by S is (S), so if S generates I
then (S) = 1.

This is a bit like a spanning set in linear algebra except instead of coefficients in
front of each element being from a field, instead they are now elements of the larger
ring which the spanning set is a part of.

We can now recognize that our ideals from Example 1.3 and Example 1.4 are
generated by {5} and {z,y} respectively, so 5Z = ({5}) and I((0,0)) = ({=,y}).
Often we will drop the set notation brackets inside the parenthesis if what we mean
is clear. We will have more to say about the ideals and generators later, but we
now move to discuss the geometric significance of the ideals of polynomial rings as
motivation.

3This notation will be formalized and explained in the next section.
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2. ALGEBRAIC SETS AND IDEALS
We begin with some of the fundamental ideas of algebraic curves.
Definition 2.1. If S C k[z1,...x,] then
V(S)={P ek |forall fes, f(P)=0}
we call this the vanishing set of S.

Now we consider the reverse direction, taking points to polynomials as we did in
Example 1.4.

Definition 2.2. If A C k", we take
I(A) ={f € klx1,...,z,] | ACV(f)}.

We recognize that for any A C k", I(A) is always an ideal of the ring k[z1,...,z,]
with the same reasoning we went through in Example 1.4. We therefore refer to
I(A) as the ideal of A.

Definition 2.3. An algebraic set or equivalently, a wvariety is some V C k™ such
that there exists some set S C k[z1,...z,] such that V(S) =V.

Example 2.4. For easier visualization, let k¥ = R and consider S to be the set of
points which comprise the unit circle on the plane. So, we have that

S ={(z,y) € R?| z® + 4> =1}.

First, since V(2% + 3% — 1) = S we recognize that S is an algebraic set. Let us
now consider I1(S) and examine some of the polynomials in it. To properly graph
them, we will consider them in three variables, so their intersection with the x — y
plane will always include the unit circle. The simplest example? is, as mentioned,
the polynomial 22 4+ 32 — 1. Its graph is a paraboloid which we can visualize in 3D
space and its vanishing set is its intersection with the plane z = 0. We consider a
few functions in I(.S) on the next page:

4This notion of “simplest” will be made more rigorous in section 4
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This geometric intuition from the real numbers is immensely useful in the study
of polynomial rings. Notice, however, that in our last example we have another,
quite different polynomial, (22 +y? —1)(2? + 52 + 1), whose vanishing set is exactly
the unit circle. This happens because z? + y2 + 1 has no zeroes over the real
numbers. If we choose our field more carefully then we avoid this problem and
the correspondence between sets of points and polynomials becomes even stronger.
First, however, we need a definition.

Definition 2.5. An algebraically closed field is a field, k in which every polynomial
in k[z] has a root.

The most commonly used algebraically closed field, both generally and for alge-
braic curves, is the complex numbers, C.

Theorem 2.6 (Hilbert’s Weak Nullstellensatz). If k is algebraically closed, then if
f is a polynomial of n variables then f there exists some P € k™ such that f(P) = 0.

Proof. The proof of this theorem is beyond the scope of this paper and takes up
multiple sections of Fulton’s Algebraic Curves, one of the main references for this
paper. Rather than proving this theorem therefore, we emphasize that when dealing
with one variable, the definition of algebraically closed already suffices. The proof is
the process of showing that this extending this fact to polynomials with an arbitrary
number of variables. O

Before moving on, we return to Example 2.4 and note that if the reals were
algebraically closed, then Theorem 2.6 would imply that with C' a constant, C'(z% +
y?—1) would be the only polynomials which vanish on just the unit circle. Of course,
the reals are not algebraically complete because of polynomials like 22 + 4%+ 1, but
by looking at examples which do have solutions, we can get a geometric intuition
for curves on algebraically complete fields which are much harder to visualize.

3. MODULAR ARITHMETIC, COORDINATE RINGS, THE RATIONALS, AND
RATIONAL FUNCTIONS

Definition 3.1. Given an ideal I and its ring, R, we can define the following
equivalence relation.

ifa,be Rthena~bifa—0bel.

One can verify that this is indeed an equivalence relation using the definition of an
ideal and the ring axioms. We can therefore split up R into equivalence classes of
elements which are all equal under this equivalence relation. Informally, we refer
to this process “modding out” by an ideal. The quotient ring is the ring formed
by these equivalence classes which we denote R/I. Addition and multiplication in
R/I is defined by “lifting” representatives from each class.

So, if a € [a] € R/I and b € [b] € R/I, then [a] + [b] = [a + ] and [a] - [b] = [ab].
One can verify that this operation is well defined, meaning that no matter which
representative if lifted from each class the sum and product will be the same.

Example 3.2. Recall from Example 1.3 that the multiples of 5 are an ideal in
Z and we denote them by 5Z. We can therefore “mod out” Z by 5Z to get the
quotient ring Z/5Z. We notice that since 0 € 5Z then if x € 5Z, x — 0 € 5Z, so
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x ~ 0and z € [0]. We observe that Z/5Z contains only the four additional elements:

[1]: if z =14 w where w € 5Z then z € [1] since z — 1 = w € 5Z
[2]: if z =24 w where w € 5Z then z € [2] since z — 2 = w € 5Z
[3]: if 2 = 3 + w where w € 5Z then z € [3] since z — 3 = w € 5Z
[4]: if z =4 + w where w € 5Z then z € [4] since z —4 = w € 5Z

We could also consider [5] in this way but it is better to consider it as [0] since it
is more clear that it is the additive identity. One could additionally verify that if
z =z +w where w € 5Z and z > 5 or x < 0 then we can reduce down to one of the
previous cases. Another way to think of these equivalence classes in the integers
is with the familiar concept of remainders when dividing. Each class is just what
remainder we get when we divide by 5. It is notable that these remainders form a
ring. For any n € Z we refer to Z/nZ as the integers modulo n.

Example 3.3. We consider the ring k[z, y] and its ideal, I((0,0)) from Example 1.4.
We want to consider k[z,y]/I((0,0)). Consider f,g € k[z,y]. From the definition
of a quotient ring, we know that f ~ ¢ if and only if f — g € I((0,0)). We recall
from the definition of 7((0,0)) that this implies that f(0,0) — ¢g(0,0) = 0. So,

f ~ g if and only if f(0,0) = ¢(0,0).
So, for example we see that © — y + 7 ~ 7 since they evaluate the same at (0,0).
And in particular that if f € k[z,y] then there exists some C' € k such that f € [C]
where C is just a constant polynomial.

The previous example motivates the following definition:

Definition 3.4. We define the coordinate ring of some algebraic subset V' C k™ as
klx1,...2,)/I(V). We denote the coordinate ring of V" as I'(V).

We observe that the coordinate ring on some algebraic subset V' can be inter-
preted as all of the polynomial functions from k™ — V since if some f and g totally
agree on V then for all P € V, (f — ¢g)(P) = 0. This implies that f — g € I(V), so
[f] = [g]. In Example 3.3 V' was a single point so this was particularly clear since
the output space was just some element of our field (some number).

Definition 3.5. Given any commutative ring with identity where the product of
two elements is never 0 we can make it into a field by taking its fraction field. The
name is suggestive since the construction is much like taking the set of all fractions
given a field. A strict definition can be found in [4] but is unnecessary for our
purposes.

Example 3.6. We will spare the details of checking this, but if we take the fraction
field of Z then we end up with Q.

Definition 3.7. If we take the fraction field of I'(V') then we end up with the field
of rational functions on V, k(V). Equivalently, once could consider the fraction
field of k[x1,...,z,] then mod that out by I(V) to get k(V).

Definition 3.8. We can also consider the set of rational functions on V' defined
at P € k™, the local ring of V' which we denote &p(V'). This is the set of rational
functions defined at P which means that we remove any rational functions which
are undefined at P. A rational function being undefined at P has its usual meaning
that the denominator evaluates to 0 at P.



8 LIAM EIFERT

Remark 3.9. Note that &p(V) is once again a ring and not a field since any
polynomial which evaluates to 0 on V will lack a multiplicative inverse. If an
element has a multiplicative inverse we say it is a unit. Observe therefore that the
set of all non units in &p(V) is the set that has a numerator in I(P), which in turn
is merely the ideal in &p(V') generated by I(P).

The local ring is very useful in understanding the behavior of its algebraic set V'
at a point P. To see why we will need a few more notions about ideals which we
develop with the integers.

Definition 3.10. For any ideal I we can raise it to a positive power by defining
I"={zel|x=ayas--a,, wherea; €I for all i <n}.

Example 3.11. We recognize that 5Z2 = 257 because if a number must have two
5’s as factors then it must be a power of 25. We see that we have all of them
because for all x € 25Z, v = 25a where a € Z, and 25a = (5) - (5a) and we know
that both 5 and 5a are in 5Z.

Example 3.12. Now let us consider raising our ideal from Example 1.4, (z,y), to
a power. We recognize that the smallest degree terms of (x,y)" are generated by
choosing n z’s and y’s to multiply together. This gives us all the monomials of
degree n. From here we can easily replace an x or y with a higher power to get
all monomials of higher degree. So, since the ideal is closed under addition as well,
(z,y)™ is all linear combinations of monomials of degree n and higher.

Definition 3.13. A Prime Ideal is an ideal, I C R, in which for allz € I, if ab =z
then eithera e I or b € I.

Example 3.14. In the integers, the prime ideals correspond to all the ideals gen-
erated by prime numbers. In particular, we observe that 5Z is prime.

The prime ideals in polynomial rings have a particularly nice geometric meaning
which we present in the following section.

4. IRREDUCIBLE CURVES

First, we recall that in Example 2.4 we had some different curves which were
represented by functions in the ideal of the unit circle. These curves were made by
either just the unit circle or the unit circle plus some other algebraic curve. This
begs the question, however, are there algebraic curves which we could combine to
make the unit circle itself?

Definition 4.1. If for some algebraic set, V., V = V; UV, where V; and V5 are also
algebraic sets, then V is reducible. If, on the other hand, we cannot write V as a
union of algebraic sets then V is irreducible.

We have some important propositions about irreducible curves.

Proposition 4.2. An algebraic set V. C k™ is irreducible if and only if I(V) is
prime.

Proof. First, if V is reducible, then V' = V; U Vo where V7 and V5 are algebraic
subsets. So, there exists f,g € k[x1,...zn41] such that V(f) = V4 and V(g) = Va.
We recognize that V(fg) = V, but neither f nor g are in I(V), so I(V) is not
prime.
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For the reverse direction, if I(V') is not prime then there exists some h € I(V') such
that h = fg with f,g ¢ I(V). Recognize that V' C V(h) = V(f)UV(g). Now since
V is a subset of V(f) UV (g) consider that

V=WV({HuVghnV=WV({HnV)uVignV).

We know that V(f)NV and V(g)NV are both algebraic subsets since they are equal
to V(f,1(V)) and V(g,I1(V)) respectively. Additionally, neither are the emptyset
because the other cannot itself be V' since neither f nor g is in I(V). g

We have another proposition which narrows our focus to k2.

Proposition 4.3. If f, g € klz,y] have no common factors, then V(f)NV(g) is a
finite set of points.

Proof. This can be found in chapter 1, section 6 of Fulton’s Algebraic Curves.
Although the proposition is somewhat intuitive, the proof uses some techniques
that we have not covered so we will assume that it holds. O

The proposition is important for the following corollary.

Corollary 4.4. The irreducible algebraic sets of k? are the empty set, points, the
vanishing sets of irreducible polynomials, and k? itself.

Proof. We will check each of our possible forms for an irreducible algebraic set. The
distinction between finite and infinite algebraic sets is useful to ensure that this is
all of them.

(1) Recognize that V(1) = . We could also take any other constant or any
set containing one.

(2) For any point, (a,b) € k%, we recognize that V(z — a,y — b) = (a,b). This
also shows that a finite collection of more than one point is not irreducible.

(3) We could have S = k? if I(S) = (0) = {0}.

(4) The only condition left is that our irreducible algebraic set, S is infinite
and that I(S) # {0}. Since S is an algebraic set, consider I(.S) and some
f € I(S). If f is not irreducible, then f = g1g2. By Proposition 4.2 we
recognize that either g; or go is in I(V) (or both). So, without loss of
generality suppose that g1 € I(V) and if g; is not irreducible repeat this
process. Eventually this process must terminate and yield an irreducible
polynomial F' since our original polynomial, f, was of finite degree.

Now suppose that g € I(S). We know that V(F)NV(g) D S, and since S
is infinite this implies that F' and g have some common component. Since
F' is irreducible this in turn implies that g € (F') and that (F) = I(S) as
desired.

O

Now let us examine two reducible algebraic curves. Observe that it is not too
difficult to pick out the distinct curves geometrically for simple examples.”

And now we present two irreducible algebraic curves in addition to the unit circle
which we saw earlier.

5We caution here that when visualizing this way we are implicitly working in R™ so we need
to be careful to choose polynomials that do not contain components which vanish nowhere.
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FIGURE 9. FIGURE 10.

> =y =0 (y—a2*)(x—y*) =0
FIGURE 11. FIGURE 12.

y3 -2+ =0 3yt — 223 +42% —y% =0

Notice from Figure 12 that even our irreducible algebraic curves can seem to inter-
sect themselves at certain points. This may be suprising since geometrically this
might lead one to claim that the top and bottom loops are actually different curves.
We will discuss this behavior in section 6 but first we need to develop a bit more
machinery.

5. POLYNOMIALS AS VECTOR SPACES, EXACT SEQUENCES, AND FORMS
Definition 5.1. A form is a polynomial in which all terms are of the same degree.

When a polynomial is of multiple variables then the degree of any one term is
the sum of the exponents of each variable.

Example 5.2. We present a few simple examples of forms.
(1) 2%+ 2 —13xy
3
(2) 27xyz + 32
(3) x3y? + 22° — 5yta

The following theorem introduces an important property of forms which we will
use later.
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Theorem 5.3. If k is an algebraically closed field then if f € k[z,y] and f is a
form of degree n then we can factor f into linear factors g; where f = g1 -+ gn.

Proof. First, divide f by y™. When we distribute this out over each term, some we
can simplify by cancelling out the powers of y on top. In particular, if y is of degree
j in the term, then when we divide by y™ we will get 4”7 in the denominator.
However, recognize that for each term in f, if y is degree j then x is degree n — j
since the exponents must sum to n. Let us take n — j = 4. This means we now

B i
have ”y”— = (%) . If we take % = z then this is merely a polynomial equation of

one variable which we can factor by Definition 2.5. So, if m is the largest exponent
attatched to an = then with a; for all ¢ < m as the zeroes of this polynomial we

now have
yin:(zfal)~~(zfam): (;a1)~o<Zam).

We now multiply our terms on the right by y™. We know that n —m > 0 (since the
term with " must have exponents summing to n and the exponent for y cannot be
negative), so we have at least one y which we can distribute over each term leaving
us with

f= " @ = 1) (@ amy).
The y™~™ term poses no problem since it is merely n—m factors of the linear factor
of only y. Also note that some a;’s may be 0. O

We recall that we can consider polynomials as a vector space over their field of
coefficients, k.6 This is important in later topics in algebraic curves, so we consider
one such important example both because of these applications later on and since
it combines many concepts we have seen already.

Lemma 5.4. dimg(k[z,y]/(x,y)™) = "("T'H)

Proof. First, notice that (x,y) is merely the ideal from Example 1.4, Example 3.3,
and Example 3.12. So, (z,y)™ is all linear combinations of the monomials of degree
n and higher. We recognize further that (z,y)™ contains all monomials and linear
combinations of monomials with degree greater than n.

The number of linearly independent monomials of two variables of arbitrary degree
m is m + 1 since we have a monomial of 'y for all i < m including s = 0. So, the
total number of monomials is 14+2+---4+(n—1)+1= % This is represented
in the diagram below.

n—1 n—1

6If this is new, it is fairly easy to check as long as you are familiar with the axioms of a vector
space which can be found in the first few sections of Linear Algebra Done Right.
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d

7

Definition 5.5. An exact sequence of vector spaces’ is a sequence of linear trans-

formations, ; such such that for vector spaces V;,

RN VRN /AN AN /4
where for all i < n—1, the image of ¢; is equal to the kernel of ;1. Often we will
be looking at short exact sequences which are of the form

0sALBYS oo

Lemma 5.6. If we have a short exact sequence of vector spaces

045 B CSo,
then dim B = dim A + dim C.

Proof. This is a consequence of the rank nullity theorem. One can verify it by
applying it to both ¢ and v keeping in mind that im{p} = ker{¢} because the
sequence is exact. Additionally, we can find that ¢ is injective and 1 must be
injective. O

6. MULTIPLICITY

We now return to the problem posed by Figure 12 of an algebraic curve which
seemed to cross itself in the middle.

Definition 6.1. A simple point is some P € V(f) such that either f,(P) # 0 or
fy(P) # 0.8 A multiple point is any point on the curve that is not a simple point,
so fz(P) =0 and f,(P)=0.

Remark 6.2. If P is a simple point then it is not too difficult to find a tangent
line to it. If our point is (a,b) then some calculus shows that the line F,(P)(x —
a) + F,(P)(y — b) is tangent to our curve at P. But when both derivatives are 0
this doesn’t work.

Observe that if P = (0,0), then P is simple on some curve V(f) if an only if
there exists some term linear (degree 1) term in f. This motivates the following
definition.

Definition 6.3. For all F' € k[z,y], we can consider it as a sum of forms. In
particular, with each f; a form of degree i with n > i > m and f,, # 0 we have

F:f7l+fn—1+"'+f7rL~

Observe that the largest i such that f; # 0 is the degree of F' and also that if only
fm # 0 then F is a form. We define m as the multiplicity of F' at (0,0).

To define the multiplicity of F' at some arbitrary (a,b) € k? we do the same process
but consider the polynomial F'(x — a,y — b) where we are merely precomposing a
translation to the origin. We denote the multiplicity of f at P as m,(f).

"More generally we could consider exact sequences of other objects, like modules for instance.
8by this we mean the derivative at P with respect to z and y respectively
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Remark 6.4. Notice that the multiplicity of some point does have something to
do with the derivatives. If the multiplicity of (0,0) is m then taking any number
of derivatives less than m will always yield 0 at the origin, but there is some way
(some combination of derivatives by = and y) such that we can take m derivatives
and get a nonzero number at the origin.

Near the origin, a curve takes on much of the behavior of its lowest degree form.
In particular, the problem of finding tangents which we encountered in Remark 6.4
is completely resolved.

Observation 6.5. Recognize that if we take some representative point, (a,b) #
(0,0) from any line through the origin then the whole line, L can be considered as
the set

L ={(Aa,\b) | X € k}.
Now, if consider F'(x,,y,) where (z,,Yy,) € L and (2,,y,) = Ao(a,b) and represent
F' as forms then

F($0’ yo) = /\gfn(av b) + /\g_l(aa b) +ee )‘;nfm(aa b)

As X goes to 0 and we get closer to the origin, recognize that the f,, term will
dominate. In particular, if we are interested in the lines which come most closely
to being part of V(f) then we want to look at the lines which f,, vanishes on. By
Theorem 5.3 we can find m lines which come closest to being tangent at the origin.

Let us now show some examples. First, in Figure 12 the lowest degree form of
3yt — 223 + 423 + 42 — 2 is 42 — y? = (20 — y)(2z + y). If we graphs the lines
y = 2x and y = —2z on top of the entire curve then we get the two distinct lines
of intersection as pictures below. Additionally, we provide an example where some
multiplicities are repeated and its lowest degree form is already factored.

FIGURE 13. FicUre 14.
3yt — 223 +42% —y% =0 4t 4+ 3z(x —y)? =0

We see that one way to think of multiplicity is as the number of tangent lines
with some repeat. Another, related intuition is that a curve with multiplicity with
multiplicity m at some point P goes through that point m times. In Figure 14 even
though there are only 2 tangent lines, the graph still seems to come through the
origin 3 distinct times as its multiplicity suggests.
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