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ANALYSIS OF LANGEVIN DIFFUSIONS

ROHAN BULUSWAR

ABSTRACT. This expository paper presents a construction of the Langevin dif-
fusion process and both analytic and geometric perspectives on its convergence.
First, it introduces stochastic calculus, culminating with It6 processes and It&’s
formula. Second, it introduces Markov semigroup theory and several promi-
nent functional inequalities, which serve to quantify the rate of convergence
to the stationary distribution. Finally, it introduces optimal transport theory
and Otto calculus to give an alternate interpretation of Langevin diffusion in
Wasserstein space and help illuminate the ’curvature-dimension’ condition in
Bakry—Emery theory.
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This paper presents an overview and analysis of the Langevin diffusion process,
defining it from first principles as a stochastic differential equation, obtaining results

1



2 ROHAN BULUSWAR

about long-term behavior using Markov semigroup theory, and showing how it can
also be viewed as a gradient flow in a pseudo-manifold of probability distributions.

Section 2 focuses on rigorously defining the Langevin SDE (stochastic differential
equation). Familiarity with the basic notions of stochastic processes is expected
- readers unfamiliar with any of these can consult Appendix A Stochastic
Processes. We begin with an informal construction of Brownian motion, then move
to stochastic integration and Itd’s formula. Finally, we define the Langevin SDE.

Section 3 presents Markov semigroup theory, which views stochastic processes
from the perspective of functional analysis. To begin, we define the important
operators associated with a Markov semigroup and show how we obtain exact results
about the evolution of the law of continuous-time Markov processes. Finally, we
describe two important inequalities bounding the mixing times of Markov processes,
and the conditions under which they hold.

Finally, Section 4 presents a geometric perspective on the Langevin diffusion.
Some familiarity with Riemannian manifolds and Ricci curvature is expected, but
a brief introduction can be found in Appendix B Riemannian Manifolds and
Ricci Curvature. First, we relate curvature and dimension to the inequalities on
mixing times of Markov processes and show the conditions under which they hold
for the Langevin diffusion. Next, we introduce optimal transport theory and explain
how it is used to construct a pseudo-manifold of probability distributions, leading
to the creation of Otto calculus. We present proofs about functional equalities that
utilize Otto calculus, and finally, describe how the Langevin diffusion can be viewed
as a gradient flow in the pseudomanifold of distributions.

2. STOCHASTIC CALCULUS AND THE LANGEVIN SDE

2.1. Markov Processes and Brownian Motion. The focus of this paper is on
a class of stochastic process called Markov processes. These are the ‘memoryless’
processes, in which future values of X; depend only on the current value, and not
past values, as captured in the following definition [BGL14, 8].

Definition 2.1 (Markov property). Given a stochastic process (X;), we say it
has the Markov property if for any A € F and any s > ¢, P(X, € A|%;) = P(X; €
AlXy).

The technical details of conditional probability and conditional expectation can
be found in [Lawler23, 1.1]. In other words, the law of X, conditioned on ¥, is
the same as conditioned on X;. Moreover, we call the process time-homogenous
if the law of X, conditioned on X; is the same as the law of X,_; conditioned on
Xy for any s,t. The Markov processes studied in this paper are generally time-
homogenous. Critically, we can then fully capture the information of the Markov
process in the transition kernels (probability measures) p:(x,dy) where P(X; €
AlXo = z) = [, 1p(z,dy). This allows for another interpretation of the Markov
property [BGL14, 8].

Proposition 2.2 (Weak Markov property). If the process X; satisfies the
Markov property, then for any times 0 < t1 <ty < ... <y, the law of the random
vector (X, , .., X, ) given that Xo = x is

De, (2, dy1)Deo—t, (Y1, AY2) - Dy —th—1 (Yr—1, dYr)-
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The proof is left to the reader, as this is a fairly standard result. In the case of
discrete Markov processes, we can only take the ¢; to be natural numbers and this
is in fact equivalent to the Markov property [Berestycki23, 10].

One basic example of a Markov property is the random walk. We could take a
random walk on many different structures, but let us begin with Z.

Definition 2.3. The simple random walk on Z is a discrete-time stochastic process
(Xpn)nen, given by X, = > | S;, where the S; are i.i.d random variables with
P(S; =1) =1 =P(S5; = —1).

Proposition 2.4. The simple random walk on 7. is a Markov process.

Proof. Using Definition 2.1, it suffices to show that for any integer z and time ¢ € N,
]P)(Xt == 2,’|)(17 ...,thl) = ]P)(Xt == Zlthl)

There are two cases. First, suppose that X;_1 ¢ {z—1,z+1}. Then it is impossible
so that X; = z, since X; — X;_1 € {—1,1} by construction. Hence, both the
LHS and RHS are equal to 0. Next, suppose that X;_; € {z — 1,z 4+ 1}, and
let us suppose WLOG that z — X;_; = 1. By construction, the RHS is equal to
P(X; = z|X;—1 = 2 — 1) = P(S; = 1) = . For the LHS, we again exactly require
S; = 1, and S; is assumed to be independent of all the X;, so we can write

1
5 = P(St = 1) = ]P)(St = 1|X1, ...,Xt_g) = P(St = 1|X1, ---aXt—QaXt—l =z — 1)

1

5 = ]P)(Xt = Z‘Xl, ...7Xt_1 =z — 1)
Hence, in either case, the two sides of the equation are the same, and the simple
random walk X; is a Markov process. O

This proof captures the intuitive notion that randomly moving particles, or collo-
quially drunkards, do not remember where they have been. The idea of the proof is
not specific to Z - one can also show that a random walk on a graph, for example, is
also a Markov chain. Random walks are useful for modeling real-world phenomena,
from the fluctions of the prices of equities and their options to the movement of
particles in a fluid impacted by many nearly-random collisions. Moreover, they are
used to define the core class of processes on which we perform stochastic calculus.

However, for the purposes of modeling real-world systems, we prefer that our
random walk be continuous in space and time. We will thus begin an informal
construction of such an object, called Brownian motion or a Wiener process.

While the simple random walk takes values in Z, we can just as well view it as
taking values in R, with a step size of 1. This step size is an arbitrary positive
real, and will be denoted by Az. Moreover, while it is discrete in time, we may
assign a time increment of At, initially assumed to be 1. In this way, the simple
random walk is akin to taking snapshots of some continuous-time process every
At seconds. Hence, as we send Az — 0 and At — 0, we expect to recover that
continuous-time process: a continuous random walk with time values in R>¢ and
position values in R. The method of taking limits here must be done with some
care, and the technical details are difficult. In fact, it is a priori unclear if such a
stochastic process even exists. However, let us begin by describing the properties
we require it to have, in order to be a good model of a continuous random walk.
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Definition 2.5 (Standard Brownian motion). Standard Brownian motion (in
one dimension) is a continuous-time stochastic process B; taking values in R satis-
fying the following properties:

e By=0

e With probability one, the function B(t) = B; is continuous

e Forany 0 < t; <ty < ... <1y, therandom variables B, , By, —By,, ..., and By, —
By, _, are independent of each other

e For any 0 < t1 < t9, By, — By, ~ N(0,t2 — t1)

The first property, that B, starts at the origin, is mainly for convenience. We
can always add some constant to obtain the process ¢ + B;, a continuous random
walk from a different origin. The second property, that B(t) is continuous, is the
necessary level of niceness to perform stochastic calculus, and makes intuitive sense
for the purposes of modeling. The third property, called independent increments,
captures the notion that the steps at different times are independent of each other.
In the case of the simple random walk, this was the assumption that the S; are
independent.

The fourth property, describing the distribution of the increments, has two im-
plications. First is that increments of the same size have the same distribution,
since N(0,t2 — t1) only depends on the difference between to and ¢1, not their in-
dividual values. In the case of the simple random walk, this was the assumption
that the S; have the same distribution. Second, it prescribes that the distributions
of the increments are normal with mean zero and linearly increasing variance. In
fact, the previous properties are enough to conclude that the increments satisfy
By, — By, ~ N(pu(ty — t1),02(ty — t1)) for some pu € R, 02 > 0, but we do not pro-
vide a proof here [Lawler23, 44]. In the case of the standard Brownian motion, we
have ;1 = 0 and 02 = 1. To recover the general form, if B; is the standard Brownian
motion, we can consider X; = 0By + ut. (The process X; will still satisfy properties
2-4.) p is called the drift and o2 is called the variance. This distribution of incre-
ments should make sense from the properties of the simple random walk. Because
the S; are independent, if they have mean p and variance o2, X, = Y | S; will
have E(X,,) = nu and Var(X,,) = no?. Thus, the mean and variance of X,, grow
linearly in time. Moreover, in considering the limit of random walks with finer step
size, we are in fact taking an average of an increasing number of S;, sampled from
the same distribution. By the Central Limit Theorem, we expect the result to be
normally distributed.

Although we have a precise definition of standard Brownian motion, the challenge
of constructing such a stochastic process remains. We have informally thought of
it as a limit of random walks as Az, At — 0, but much clarification is needed. A
complete proof would be onerous, but there are important ideas to outline. First,
we need to understand how Az and At move together as they approach zero. Recall
that for standard Brownian motion, we want By ~ N(0,1). Let us assume that At
is chosen so that 1 = NAt for some natural N, and Xy occurs at t = 1. Then let
us consider Xy = Zf\il S;, where S; takes on the values Azx and —Ax with equal
probability. No matter how Az is chosen, E(S;) = 0, so E(Xy) = NE(S;) = 0.

However, Var(Xy) = NVar(S;) = N(Az)?, and we require Az = /4 = VAt
This property has consequences for the most important and computationally useful
formulas of stochastic calculus. Notably, any approximation in time at the level of
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At must be accurate at the level of (Az)2. We will thus find second-order Taylor
expansions where ordinary calculus would only have one. As another consequence,
AAB; ~ ﬁ, which tends to infinity as At — 0. One implication is that with

probability one, Brownian motion is nowhere differentiable [Lawler23, 51].

Theorem 2.6. With probability one, the function B(t) = By is nowhere differen-
tiable.

Next, we give a brief outline of the method used to construct standard Brownian
motion (the details will take too much space, but the idea is generally useful in
studying stochastic process), as presented in detail in [Lawler23, 2.5]. We will
in fact only construct B, for t € [0,1], but by repeating these one after another,
beginning where the previous one ends, we obtain B; for all £ > 0. We begin with
a countable set of independent standard normal random variables {Z;}. We denote
by D,, the set of rationals in [0, 1] with denominator 2". The union D = (J,, .y Dn
is the set of dyadic rationals in [0, 1]. D is countable, so for each ¢ € D, we associate
it with one of our standard normal variables Z;. We can use these random variables
to define By, our standard Brownian motion, for ¢ € D, recursively in n for each D,,.
By beginning with D; and then defining B; for each ¢ € D, 11 \ D), for all n € N,
we associate a unique random variable B; to each ¢ € D. This process By,t € D
satisfies every property of Brownian motion except continuity. However, because D
is dense in [0, 1], knowing that the full B; ought to be continuous, we should have
enough information. We can prove that the function B(t) = B; defined intially
only on D is (almost surely) uniformly continuous. Hence, for each ¢t € [0, 1], we
can take t, — t where t,, € D, and define B; = lim,,_, o, By, . Finally, one can check
that this definition of B, satisfies all of the necessary properties.

Consequently, we know that Brownian motions, or random walks that are con-
tinuous in space and time, can exist. Like the simple random walk, Brownian
motion is a Markov process, due to having independent and identically distributed
increments. Finally, with a grasp of Brownian motion in one dimension, we can
extend it to taking values in RY, its full generality. We have the following definition
[Lawler23, 67].

Definition 2.7 (General Brownian motion). Consider p € R, and let I' € RY x R¢
be a symmetric positive semi-definite matrix. Then a Brownian motion in R? with
drift 4 and covariance I is a stochastic process B; = (B}, B?, ..., B{) satisfying the
following properties:
[ ] BO = O
e With probability one, the function B(t) = B; is continuous
e For any 0 < t; <ty < ... <1y, the random vectors By,, By, — By, ..., Bt, —
By, , are independent of each other
e For any 0 < t; < to, B, — By, is normally distributed with mean (to — 1)
and covariance (to — 1)

The definition is essentially the same as in one dimension, adapted to the def-
inition of the normal distribution in multiple dimensions. In fact, there is no dif-
ficulty in constructing multidimensional Brownian motion because its components
are themselves Brownian motions, though they are not necessarily independent.

2.2. Stochastic Integration. By constructing Brownian motion we have laid the
foundations of a more general class of ‘random walk’ stochastic processes, in which
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the drift and variance may vary in time and space. The end goal, however, is
to make sense of stochastic differential equations, and in particular, the Langevin
equation. But how can we have differential equations when Brownian motion is
almost certainly differentiable nowhere? The answer is that SDEs are defined in
terms of integrals, and in particular, integrals against a Brownian motion. Hence,
we focus next on the development of stochastic integration.

The goal of stochastic integration is to make sense of [ X; dB;, the integration
of a continuous-time stochastic process against Brownian motion. If the Brownian
motion B; represents the random movements of a stock and X; represents bets
placed on the movement of that stock, then the integral [ X; dB is representative
of the total profit made from these bets. To clarify this idea, let us return to the
simpler case of ‘discrete stochastic integration’ with respect to a simple random
walk. To begin, we introduce the following definition [Lawler23, 26].

Definition 2.8. Let X,, be discrete-time stochastic process with its natural filtra-
tion {2, }. A sequence of random variables Y}, is called predictable if for all n € N,
Y., is measurable with respect to ¥, _1.

This is a reasonable requirement because we would like the value of the integral

fOT X:dBy to depend only on the values of B; up to time T', and the same should be
true for the discrete scenario. Now, we can formulate discrete stochastic integration.

Definition 2.9 (Discrete stochastic integration). Let S7,.Ss, ... be independent
and identically distributed random variables with mean zero and variance o%. We
then consider the stochastic process X,, by X,, = Z?:l S;, a random walk, and
its natural filtration. Moreover, let Y,, be a sequence of random variables that is
predictable and satisfies E[Y,?] < oo for all n € N. The discrete stochastic integral
is defined by the process Z,,, where

Zy = zn: Y;SL
=1

If we assume that the S; take on values of —1 and 1 with % probability each,
then X, is exactly the simple random walk discussed earlier. However, we could
also assume that the S; are normally distributed with equal variance. In this case,
X, looks more like snapshots of a Brownian motion at equal time intervals. This
intuition, like with constructing Brownian motion, will aid in constructing the full
stochastic integral. First, however, it is worth noting some interesting properties of
the discrete stochastic integral. To do so, it is worth introducing a new definition,
for another important class of stochastic processes.

Definition 2.10 (Martingales). Let X; be a stochastic process with respect to a
filtration {¥;}. Suppose that for all ¢, E[X?] < co. Then X, is called a Martingale
if for all pairs t1 < to, E[X4, |2 ] = X4,

This definition is valid for both discrete-time and continuous-time Martingales.
It can be reformulated as E[X;, — X, |X:,] = 0. In other words, we require that
absent relevant information, any jumps in X; have expected value equal to 0. Hence,
Martingales are also called ‘fair games’. In fact, the discrete stochastic integral as
defined above is a typical example of a Martingale:

Proposition 2.11. Consider X,,, Yy, and Z, as in Definition 2.9. The discrete
integral Z, satisfies the following properties:
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o Linearity
e 7, is a Martingale
o VarlZn] = 0?31 E[Y?]

Proof. First, linearity of the integral follows immediately from linearity of ex-
pectation. Second, we can show that Z, is a Martingale. To begin, note that
z2=%" > i1 YiSiY;S;. For any i < j, S is independent of S;, ¥;, and Yj, so
that E[Y;S,;Y;S;] = E[S;]E[Y;S,Y;] = OE[Y;S;Y;] = 0. (Y is measurable w.r.t ¥;_q,
which is in turn independent from S;, by definition of a random walk.) Hence,
we are left with E[Z2] = E[>_, V;2S?] = Y E[Y>S?]. Similarly, Y; and S, are
independent, so this reduces to

D> _EDVIEIST] = 0* ) B[]

By assumption, E[Y}?] is finite for each k, so E[Z?2] is also finite. Next, for any i < j
we need to show that
E[Z; — Z;|£] =0

To begin, we can write

J J

E[Z; — Zi|%i] = E| Z Y3 Sk| 2] = Z E[Y,Sk 2]
k=i+1 k=it+1
As before, Yy, and Sy, are independent, so E[Y;S;|X;] = E[Y:|Z;]E[Sk|X;]. Because
k > i, S is independent of Si, S5, ..., S;, and thus independent of 3;. Therefore,
E[Sk|X;] = E[Sk] = 0. Finally, we know that
J
E(Z; — Zi|Si] = ) E[Yi|S]E[Sk|i] =0

k=i+1
Therefore, Z,, satisfies both of the requisite properties of a Martingale. Note that
Zy = 0 because it is an empty sum, so for any n, E[Z,] = E[Z,|%0] = E[Zy|%0] = 0.
(X0 represents no information.) As a result, any betting strategy that cannot look
into the future is expected to make no money trading stocks! Third, we can compute

Var[Z,] = E[Z}] - E[Z,)* = o® Zn: E[Y?] - 0=0" ZHZ]E[Y?:?]

where the first equality follows from our earlier calculations. O

While the proof itself relied on working in discrete-time, once we construct the
continuous stochastic integral, we will find that many of the same properties still
hold. The full technical details of the construction are beyond the scope of this
paper, but we will give a brief summary. In the beginning, defining the stochastic
integral is much like defining the Lebesgue integral. Akin to simple functions, we
have the notion of a simple process: processes which are constant except for jumps
at some fixed (finite in number) times ¢y, ..., t,,. It is fairly straightforward to define
the integral for a simple process, as it is essentially a discrete-time process with time
intervals inserted: the details can be found in [Lawler23, 3.2]. Then, we consider
well-behaved processes, and take an approximating sequence of simple processes
that converges in the L? sense. We can define the integral of the original process
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to be the limit of the integral of the simple processes, which can be proven to exist
with probability one. With that definition, one can prove the following proposition
[Lawler23, 90-91].

Proposition 2.12. Let B; be a standard Brownian motion with its natural filtration
{X:}. Consider processes Ay and Cy such that: for allt, Ay and Cy are measurable
w.r.t Xy (i.e. they are adapted to {3:}); Ar and C; have continuous paths with
probability one; there exists a constant M such that with probability one, |A¢|, |Ct| <
M for allt. If the stochastic integral is denoted by Z; = fot AsdBg, then the following
hold:

e Linearity: fot(aAs + ¢Cy)dBs = afot A,dBg + cf(;t C,dBs and fot A.dB, =
JT AgdBs + [! AydB,

e Martingale: Z; is a Martingale, and in particular E[Z;] = 0 for all t

o Continuous paths: with probability one, the function f(t) = Z; is continuous

o [t6 Isometry: E[(fg AydBy)?] = fOt}E[Az]ds

Note that the It6 Isometry is the equivalent of the variance calculations from
the earlier proposition about discrete stochastic integration. While the continuity
property is unique to continuous-time integration, the other two properties also
carry over from before, as promised. Next, we relax the assumptions on A; to
define the stochastic integral for a larger class of processes. For example, A; does
not need to be bounded, although Z; may no longer be a Martingale [Lawler23,
93]. Moreover, A; may only be piecewise continuous. More details and broader
definitions of the stochastic integral can be found in [Lawler23, 3.1-3.3].

2.3. Itd’s Formula. Now, equipped with a notion of stochastic integration, we
can begin to make sense of stochastic differential equations, and their solutions.
There is, however, a more pressing question: given that the definition of stochastic
integration is somewhat abstruse, how does one actually compute these integrals?
For example, what is fg BydBs? The main tool for answering these questions,
analogous to Taylor’s theorem or the fundamental theorem of calculus, is Ito’s
formula.

To begin, we consider a particular class of stochastic processes called 1t6 processes
[Chewi24, 8].

Definition 2.13 (It6 processes). Let B, be a standard Brownian motion in RY.
A stochastic process X; with values in R? is called an It process if it can be written

as . .
Xt:/ bsds—i—/ s dBy
0 0

where b, is a vector-valued stochastic process in R? and o, is a matrix-valued
stochastic process in R, (We assume that b, and o, are such that the integrals
are well-defined.) Alternatively, we may formally write the stochastic differential
equation
dXt = btdt + O'tdBt

In other words, an It6 process moves like a Brownian motion with changing mean
(by) and variance (o). These coefficients are called the drift and diffusion, respec-
tively. 1t6’s formula (also called It6’s lemma) allows us to compute differentials of
a function of an It process as follows [Chewi24, 9].
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Theorem 2.14 (It&’s formula). Let f(t,X) : Rsg x R? — R be a function that
is C' in t and C? in X. Moreover, let X, be an It6 process satisfying dX; =
bid; + 01dBy, as in Definition 2.13. Then f(t,X:) is also an It process, and it
satisfies

(0 X0)=F0.X0) = [ 0.F(5, X+(T7 (5. X045 (V2 (s, X.), 0T dse [ (oI V (5, X, 0B

A brief aside on notation: for matrices A and B of the same dimension, we
define (A, B) := Tr(ABT). Moreover, V2f is used to denote the Hessian of f.
Finally, if vy = (vi,...,vY) is a vector-valued stochastic process of dimension N (as
oIV f(s,X,) is) and B, = (BL,...BY) is a standard Brownian motion in RY, then
we define fg (vs,dBg) = SN | fg vidB:.

We will generally focus on functions f that are constant in time, so that the term
0s f(s, X,) disappears, but the others remain. It is notable that in normal calculus,
this result would only involve integrating the derivative, a first order approximation.
Here, however, we have the Hessian V2 f(s, X,). This is because we know that in
time 6t, a Brownian motion experiences a movement on the order of dz ~ V/6t.
Hence, (dz)? ~ 6t, and second order terms are nonnegligible on the scale of §t. We
will not prove the full extent of It6’s formula, but can develop some intuition by
giving a rough argument for a less general version.

The following argument is presented in [Lawler23, 100-102]. We consider the
case of X; = B; (a standard Brownian motion in one dimension) and a function f
that is constant in time. We claim that

f(B) — f(Bo) = /f s)dBs + - /f”

Without loss of generality, it suffices to consider ¢ = 1. Then we can write, for
arbitrarily large n € N:

f(By) = f(Bo) =Y _ f(B
By ordinary Taylor expansion, we can approximate

f(B:)=f(Biza) = f'(B%)(B%*B%)Jr%f"(B%)(B%*B%)QJFO((B ~Bi1)?)

i
n n

Summing up and taking the limit, we find that

n

J(B)=1(Bo) = lim 3" f(Bea)(B,~Bea +hm2 L (BL)(By—Bs)+ lim Y o(Bi—Bis)?)

n—o00 n— 00 4 n n
=1

First, recall that 6z = (B: — Bi-1) ~ /0t = \/%, so (B —Bi-1)* ~ 1. Thus, we

can substitute to see that
n

F(B1)=f(Bo) = lim > " f'(Bizt)(Bi~Bizt)+ lim Z Ly 5) n*JE&ZO(%)
i=1

n—oo
i=1

The last term is a summation of n terms of order smaller than 1 5 80 in the limit
it is equal to 0. The second term is a Riemann sum approximation to the integral
5 fol f"(By)dt, and the limit is precisely this integral. Finally, the first term is an

approximation by a simple process to the stochastic integral fo (By)dB;. These
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substitutions must be rigorously justified, but if the reader will believe them for
now, we immediately recover this particular case of It6’s formula:

1 1
1
£(B) = £(Bo) = [ F(BiaBi+ g [ 5 Bodr
0 0
Finally, we can return to computing fg B.dB,. Let us consider f(x) = 22, and
apply the simplified It6’s formula:

t 1 t
Bf:/ 2BSst+f/ 2ds
0 2 0

t
2/ BydB, = B} —t
0

t
1
/ B,dB, = —(B? — 1)
O 2

Like in the argument for the simplified It6’s formula, we can use the intuition
we have built to do unrigorous (formal) computations. The key fact is again that
(AB;)? ~ At. Thus, At, AB;, and (AB;)? are all relevant on the order of At,
but (At)? and (At)(AB;) are not, and can be treated as zero, much like (Az)?,
(Ax)3, etc. when computing derivatives in ordinary calculus. For example, suppose
that X; is a one-dimensional It6 process satisfying dX; = b;dt + o:dB; for b; € R,
ot € R>p. We may want to compute fot (dX;)?, which can be formalized as quadratic
variation [Lawler23, 63].

Definition 2.15 (Quadratic variation). Let X; be a stochastic process. The
quadratic variation of X is defined by

Jj<tn
. o _— 2
(K)o = fim, 31Xy — Xia]

We can write:
(dX,)? = (bydt 4 04dBy)? = (by)*(dt)* + 2b,0,(dtdBy) + (07)*(dBy)*
By substituting (dt)? = 0, dtdB; = 0, and (dB;)? = dt, we obtain

t t
/ (dX;)* = / o2ds
0 0

There are several ways in which It6’s formula can be used to do important
calculations, as we will discover in the study of Markov semigroups.

2.4. The Langevin SDE. Finally, we may define the central object of study: the
Langevin SDE. To begin, we consider a particularly important class of It6 processes
called diffusion processes [Lawler23, 111].

Definition 2.16 (Diffusion processes). A stochastic process X; is called a dif-
fusion process if it satisfies

dXt = u(t, Xt)dt + O'(t, Xt)dBt

In other words, the movement of the process depends only on the time ¢t and its
current location. Consequently, diffusion processes have the Markov property. In
particular, we study time-homogeneous processes, in which the functions p and o
do not depend on ¢t. Within diffusion processes, we can consider Langevin diffusions
[Chewi24, ix-x].
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Definition 2.17 (Langevin diffusions). Let V : R® — R be a C?, strongly
convex function. The Langevin diffusion is the stochastic process X; taking values
in R™ and satisfying

dX, = —VV(X,)dt + vV/2dB,

Intuitively, we think of X, as a gradient flow with some noise (of constant vari-
ance). Although Langevin’s work was motivated by random movements of particles
in fluids, Langevin diffusion processes have found powerful applications in the realm
of sampling algorithms. To access those applications, we must take an alternative
view of stochastic processes as a whole, using functional analysis and in particular
Markov semigroups, the focus of the next section.

3. MARKOV SEMIGROUP THEORY

3.1. The Markov Semigroup and Related Operators. Although formally a
time-indexed collection of random variables, we often think about a stochastic pro-
cess X; as a particle moving through some state space over time. There is, however,
another equally valid view. We can think about the probability density functions
m; of the random variables X;, and how these functions evolve in time. Do they
converge as t approaches infinity? If so, to what limit, and how fast is the conver-
gence? Because the tools we have already seen (like It6’s formula) were constructed
from the point of view of the particle, to answer these questions, we need to develop
a new theory: that of Markov semigroups. As the name implies, the rest of this
section, we only consider Markov processes. We begin with the following definition
[Chewi24, 10].

Definition 3.1 (Markov semigroups). Let X; be a Markov process. The semi-
group of operators (P;);>¢ acts on measurable real-valued functions f (whose do-
main is the state space of X;) and satisfies

P f(x) = E[f(X¢)| X0 = ]

Because Markov processes are fully defined by transition kernels, though it is
somewhat sloppy language, we can talk about one Markov process X; that may
start at any Xy. Note that Py = Id by definition, and the semigroup is abelian
because P Ps = PsP, = Pyys [Chewi24, 10]. This fact can be demonstrated directly
from the Markov property. As before, if we fix some x, we can assume that X; begins
at Xy = x. First, by definition,

Piysf (@) = E[f (Xt45)]

By the law of total expectation, we also know that
Elf (Xits)] = E[E[f (Xes) 2]
Substituting, we find
Prysf(2) = E[E[f(Xi4s5)[24]]
Because X; is a Markov process we can simplify to
Pt—i—sf(x) = E[E[f(Xt+s)|Xt]]

By definition of P;, we have

Piysf(z) = E[Ps f(X4)]
Finally, by definition of P;, this is just

Piisf(z) = Pi(Psf)(x)
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Hence, the two operators P;.s and PP, agree for any function f and input value
x. Moreover, Py, = Psy4 so the semigroup is indeed abelian.

In fact, we can give a definition of a Markov semigroup that does not make
reference to any previously defined Markov process.

Definition 3.2 (Markov semigroups, II). Let (P;);cr., be a family of oper-
ators acting on real-valued, bounded, measurable functions f with domain of the
measurable space (E, F). Moreover, let u be a o-finite measure on F, and suppose
that the following hold:

e For every bounded positive measurable function f : F — R and every ¢t > 0,
Jg Pifdp = [, fdp (p is invariant)

e For every t > 0, P; is a linear operator mapping bounded measurable

functions to bounded measurable functions

Py=1d

P,(1) =1, where f =1 is a constant function

If f >0 then P,.f >0

For allt,s 207 Pt—&-s :PtOPS

For every f € L?(u), P;f — f converges in the L? norm

—~ ©® o o o o

Then (P;) is called a Markov semigroup of operators.

Hence, study can be done of Markov semigroups without reference to Markov
processes: one is not subordinate to the other. In fact, when a Markov semigroup
is derived from Markov process, it fully captures the original information [Chewi24,
11]. For the rest of this paper, however, we will only be concerned with Markov
semigroups as a tool to analyze Markov processes.

Next, we move to another important operator in the theory of Markov semi-
groups, which allows us to take derivatives [Chewi24, 11].

Definition 3.3 (Infinitesimal generator). Let (P;) be the semigroup associated
with some Markov process, and let f be a function (such that the following limit
exists). The infinitesimal generator .& is defined by

Zf =lim ni-7
N0 t

There are some technical details regarding the domain of this operator, but for
now it suffices to note that if we take LP(u) to be the domain of the semigroup
P, (for some reference measure 4 and 1 < p < co) then it admits a dense linear
subspace on which . is defined and is a linear operator [BGL14, 18]. As promised,
the definition of . has the structure of a time derivative of the semigroup. For the
sake of example, we can compute the generator of a Langevin process [Chewi24,
11]. Let

dX; = —VV(X;)dt + V2dB;

For any test function f (which is assumed to be constant in time), by Theorem 2.14,
we can compute

FX)-(%0) = [ (VX =WV X3 (VX0 V2l BT st [ (VEITVI(X,),aB)

F(X0)— f(Xo) = / (VF(Xe), VV (X)) + Te(V2 F(X,))ds + V2 / (V/(X.),dB.)
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Because By is a standard Brownian motion in R”, dB is mean-zero. It is also
independent from X, and thus V f(Xj), so that

]E[<Vf(Xs)7dBa>] =0
and thus

E[V2 /0 (VF(X.).dB.)] = 0

Because we are computing a first time-derivative, approximation up to error o(t) is
sufficient. We can use ordinary Taylor expansion to write:

/0 —(VF(X,), VV(X0))+Te(V f(X))ds = t[~(V f(Xo), VV (Xo))+Tr(V*f(Xo))]+o(t)

Conditioned on Xy = z, the LHS is entirely constants. Thus, we can write
E[f(Xy)|Xo = 2] — f(z) =t[-(Vf(2), VV(2)) + Af(z)] + o(t)
P f(z) — f(z)
t
- Pf() ~ (@)
N0 t

(3-4) ZLf(x) = =(Vf(x), VV(z)) + Af(z)

This result should feel intuitively reasonable. .Zf(x) represents the instanta-
neous change in P, f(z) at ¢t = 0. In other words, it answers the question of how
E[f(X}:)] is likely to change for small At, given that Xo = z. We know (X;) has
drift —VV(z) at t = 0, and moving in this direction, by definition of gradient,
results in a change to f of (Vf(x),—VV(zx)). Simultaneously, (X;) has a random
movement proportional to a standard Brownian motion. Because this Brownian
motion is uniform in direction, it contributes an averaging effect of f among points
in a spherical shell around z, as captured by the term A f(z).

We can use the infitesimal generator to define two more important operators,
beginning with the ‘carré du champ’ [BGL14, 20]:

= (/@) WV (@) + Af(a) + 2D

= —(Vf(x),VV(2)) + Af(z)+0

Definition 3.5 (Carré du champ). Let A be a vector subspace of the domain
of £ that is closed under products (i.e. is an algebra). Then for any f,g € A, we
can define the operator

0(f,9) = 512(f0) ~ F2(9) ~ 42 ()]

As before, the construction of the domain of I' is not our primary concern.
Recalling that .Z acts as a differential operator, the expression inside the brackets
should be familiar as the product rule from ordinary calculus. In fact, if £ exactly
satisfied the product rule, then we would simply have I' = 0. Hence, we can think
of T" as capturing how far . is from acting like familiar differential operators. We
can again consider the case of the Langevin diffusion:

D(f,9) = 3(Afg — (V19 9V)) - f(Ag ~ (Va,VV)) = g(Af — (V£,VV))

= LIAfg— g~ gAf +(VV.~Vfg+ [Vg+ gV )]

But by the product rule,
Vfg=[fVg+gVf
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so we can simplify to
= %[Afg —gAf —gAf]
Applying the product rule twice also yields
A(fg)=gAf+2Vf-Vg+ fAg
I'(f,9) =(Vf Vg)

Finally, we use the carré du champ to define one more operator that will be
useful in the near future [Chewi24, 14]:

Definition 3.6 (Dirichlet energy). Let (P;) be a Markov semigroup with ref-
erence measure j as in Definition 3.2, generator ., and carré du champ I". The
Dirichlet energy is then defined by

5(f,q) = / I (f, g)du

Remarkably, in certain cases, when the semigroup is derived from a Markov
process (X;), the laws of the random variables exactly evolve in time to minimize
the Dirichlet energy. This is the first, but not only, way in which we can view
Langevin diffusions as pure gradient flows.

3.2. Kolmogorov’s Equations and Reversible Processes. One of the most
fundamental questions one can ask about a stochastic process (X}), especially when
described by a stochastic differential equation, is: given an initial probability dis-
tribution of Xy and a time ¢, what is the distribution of X;? Markov semigroups
provide the answer to this question, and yield further insights into the long-term
behavior of such processes.

To begin, recall that any Markov process (X;) (here assumed to have state space
R™) is fully specified by an initial location X and a collection of transition kernels
pe(x, dy), representing the probability measure of the distribution of X; given that
XO =x.

As we saw, the semigroup property, P;1s = P; o Py, reflects the definition of
a Markov process. The property is also reflected in the Chapman-Kolmogorov
equation, which relates these transition kernels [BGL14, 16]:

(3.7) Prys(x,dz) = / ey, dz)ps(x, dy)

yERn

If we instead consider p;(z,y), the density of p:(x, dy) with respect to a reference
measure (here the natural choice is the Lebesgue), then this equation is simply

(3.9 pes(e ) = [ pla e n)irw)

These equations express that to find the probability of moving from x to z in
time t 4+ s, we can consider all the cases of the location at time s. For each y,
the probability (density) of moving from z to y in time s is by definition ps(z,y),
at which point, due to the Markov property, the probability of ending at z is
pt(y, z). These cases are mutually exclusive so we integrate to find the total density
Dr+s(T, 2).

As promised, we move to the first major use of Markov semigroups towards
analyzing the Langevin diffusion: Kolmogorov’s forward and backward equations.
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To begin, we can use the densities of the transition kernels to give a more explicit
formulation of the semigroup [BGL14, 54]:

PIE = [ wm@ni

We can recall that by definition, 0;P; f(2)|t=0 = -Zf(z). But what if we want
to evaluate at an arbitrary time ¢t? We have the following formula [Chewi24, 12]:

Proposition 3.9 (Kolmogorov’s backward equation). For anyt >0, 0; P, f =
ZLPf=PX%Lf.

Proof.
o bPynf-bBf . Py—Id_

8tPtf—}1L1{‘% A _}ILI{‘I%) A Pif = 2P f
Because the semigroup is commutative, we can repeat the same calculation on the
left.

. Puwf-PRf . P-1Id
Pf=Ilm——— =P lim —f =P,
0P f hli% n th{% A f L f

O

We have seen that at any time ¢, the derivative of P;(f) is just Z(P.f), so
we may formally write P, = exp(t.%). In fact, when working with Markov chains
on finite spaces, so that .Z is a matrix, this formula is exactly true [BGL14, 35].
We can alternatively view Kolmogorov’s backward equation as a statement about
the kernel densities p;(z,y). The following calculations lack some rigor but should
demonstrate the intuition:

PiE = [ manin

To emphasize that .Z is acting as a differential operator in z, we use the subscript
%,.. Using Kolmogorov’s equation and pulling the time-derivative through the
integral in y, we have

gxptf(l‘) = 8tPtf(a:) = 8t/

yERn

F)pe(z, v)dA(y) = / AL o, y)]dA()

yER

2 [ f@pie.y)dry) = ZoPif(z) = / £ (0)epr (2, )dA )

yER™ yeR™
Finally, pulling the £, through the integral in y and function of y, we conclude
that
[ twsmeniw= [ o
yeR™ yeR™
D‘Za;pt(x7 y) = 8tpt (J?, y)

Hence, Kolmogorov’s backward equation describes how the transition probability
pt(x,y) changes in time for a fixed y, in terms of a spatial derivative in z. From
this perspective, we expect a similar relation with ., to calculate d;p;(x,y) for a
fixed x. To address this expectation we have Kolmogorov’s forward equation. To
begin, we introduce the dual of the Markov semigroup, P;.

Let m; denote the law of the random variable X;, which has some starting distri-
bution 7. Then for any test function f, we can compute E[f(X;)] = [, p. Prf(x)dmo(x)
- we are just taking a weighted average over P, f(z) according to the distribution
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mo. Because this integral is bilinear in f and (the density function of) 7, we can
treat it as an inner product and thus define the adjoint operator P; to satisfy

/Ptf dro(z /f VAP ()

But at the same time, E[f = [ f(z)dm(x), so that Pfmy = m;. By differenti-
ating in time, we have

8t/f VAP o /f 0y dP; o ()

(Note that the above may be used as a definition of the time derivative of a measure.)
Simultaneously, by the previous equality and Kolmogorov’s backward equation,

8t/f dP*ﬂ'o 8t/Ptf d7T0 /Pt gf )dﬂ'o( )
By definition of the dual,

[ Pz nin) = [ 25w)ar

Defining the dual .Z* in a similar manner yields

/Pt ZLf)dmo(x /f )dL* Pl mo(x)

Hence for any function f, we have

o [ $@)ipimla) = [ fla)ie” Pimoo)

Thus, we conclude that 0, Pfmy = £* P/m. By similar calculations, one can show
that as before, £* and P;" commute. Hence, Kolmogorov’s forward equation, also
called the Fokker-Planck equation (when applied to the densities of the measures
1), states that [Chewi24, 12]

(310) 8tpt*71—0 :g*Pt*’]TO :Pt*g*ﬂ'o
Alternatively,
(311) 8,:71} :g*ﬂ't

As with the backward equation, we can characterize this statement with respect
to the kernel densities. By a similar calculation (left as an exercise to the reader),
one can show that 0ip:(z,y) = £, p(, y).

Equipped with these two equations, powerful tools for analyzing stochastic pro-
cesses, we can return to one of the original questions of this section: what is the
long-term behavior of the probability measures 7, the laws of X;? First, we need
a definition for a steady-state of the process.

Definition 3.12. Let X; be a Markov process in R”. Let m be a probability dis-
tribution on R™, and let Xy ~ 7. We call 7 a stationary (or invariant) distribution
of X; if for all t > 0, X; ~ .

In other words, even though the variable X; itself may not reach a steady-state,
its law may. According to (3.11), 7 is stationary exactly when £*r = 0. We
earlier calculated the generator for the Langevin diffusion process. By integration,
one can show that .Z* f = Af + div(fVV) [Chewi24, 13]. Hence, the density of a
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stationary distribution, 7, must satisfy
0 =An +div(zVV) = div(r(VInm 4+ VV))

The solution is of the form V(Inw + V) = 0, so that Inm + V = C for some
constant C, and m = Aexp(—V). It is from this fact that the Langevin diffusion
derives so much value in sampling algorithms: desired distributions often take the
form of being proportional to exp(—V') for some function V', but with a constant
A that is difficult to calculate. Now, equipped with the knowledge of what the
steady-state distribution of the Langevin diffusion is, we move to the problem of
convergence. This problem, the different ways in which we can define convergence,
and the bounds on it we can achieve, are the focus of the remainder of the paper.

Now, with a notion of a stationary distribution, we consider together a Markov
process X;, its invariant distribution 7w as the reference measure, and its semigroup
Py, which acts on L?(r). Given these, we can focus on a special class of Markov
processes [BGL14, 25]:

Definition 3.13 (Reversible processes). Let P; be the Markov semigroup of a
process X, as above. The semigroup is called symmetric (with respect to ) if for
any f,g € L?>(m) and any ¢t > 0, [ fP,gdr = [ gP, fdr.

Equivalently, we say that 7 is reversible for P;. This terminology arises because
if 7 is a reversible distribution for the semigroup P; and p;(z,y) are the densities of
the transition kernels with respect to m, then p; is symmetric: pi(z,y) = p:(y, ).
This fact can be easily derived from the definition as follows:

/ F(2) Pug(e)dn(z) = / 9(2) P () dn(z)

/ f(x) / 9(y)pe (0, y)d (y)dn(z) = / o(2) / F@)pe (e, y)dm(y)dn(z)

/ / F@aw)p(a,p)in(in() = [ [ s arartz)

Because x and y are just dummy variables in the right side, we can rewrite it as

/ / F(@)g(m)pely, 2)dr(2)dr(y)

This is again equal to [ fyf 2)g(y)pe(z,y)dn(y)dm(x), and this equality holds
for any test functions f,g, so we must have pi(x,y) = pi(y,z). In other words,
under the reversible distribution, the probability of moving from z to y in time ¢
is the same as moving from y to x. At the same time, the definition is exactly
the statement that P; is a symmetric operator. The definition is also equivalent to
[ fZgdr = [ g% fdr, so it also states that .# is a symmetric operator [BGL14,
25-26]. To see why the carré-du-champ and Dirichlet energy are useful, we have
the following theorem [Chewi24, 14]:

Theorem 3.14 (Integration by parts). Let P; be a Markov semigroup with its
associated operators that is symmetric w.r.t w. For any functions f,g, we have

[ 1-20ar = [o-2)10n = [Ti5.900m = 6(1.9)

In fact, this is an equivalent condition to symmetry, via the first equality. This
theorem allows us to show that —% is a positive semi-definite operator [BGL14,
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28]. It is also a (nontrivial) fact that in the case of symmetric semigroups, .Z is not
just symmetric, but self-adjoint. These qualifiers on .# allow for deeper analysis,
since it is easier to work with positive self-adjoint operators. Despite this fact,
and that the Langevin diffusion is symmetric w.r.t its invariant distribution (which
can be checked using Theorem 3.14 and is left as an exercise), in working with
Kolmogorov’s equations, we introduced both .Z and Z*. In that calculation, we
were taking the adjoint in L?(\) instead of L?(7), where they are the same. Hence,
if we take f; to be the density of m; w.r.t m, Kolmogorov’s forward equation reads:

(3.15) ofe=2Lf

Because it holds for the Langevin diffusion, moving forward, we will generally
assume that 7 is reversible. Finally, we return to the question of Dirichlet energy
and gradient flow. Let us consider a Markov semigroup P; with a reversible invariant
distribution w. Let f; be the densities of the laws of X; w.r.t m, so that ¢ — f; is a
curve in L?(7). We can also consider the functional &(f;) = &(f, f;) and its L?(r)
gradient, V& (fi). As usual, the gradient is defined such that for any curve ¢ — f;
and its velocity v = O fs|s=t,

E) o = Ofileo, VE(S) = / w0V E(fo)dr

Then we can use Theorem 3.14 to show [Chewi24, 15]:

E(fe) = /ft ZL) fedm

06(5) =1 [ £ L) dn = [ Ofi(~2)plar
By the product rule,

E(f,) = / Of)(—Zf) + (O —Lf)dn

Because .Z is a linear operator with no dependence on ¢, we can interchange again
to find

E(f) = /Ut(*g)ft + fi(=L)vdrm

Next, by symmetry of —.%, we can combine to see

E(f) =2 / o (—2)f,

/’Uovg(fo)dﬂ' = 8t<o@(ft)|t:0 = 2/v0(—$)f0d7r

This equality holds for any chosen fo, vy, so we must conclude V&(fy) = —2.Z fo.
A gradient flow of & will thus take the form 9 f; = —VE&(f;) = 2.2 f;. But we also
assumed that f; is the law of Xy, so that by (3.15), d:fr = £ f;. Hence, up to a
difference in units of time, the laws of X; evolve to minimize the Dirichlet energy.

3.3. Two Important Functional Inequalities. In this section, we investigate
two functional inequalities that, when satisfied, give desired convergence results.
Ultimately, we want to show that if m; is the law of X; and m is the invariant
distribution, then m; — 7 as ¢ — oo, in some appropriate sense. When this occurs,
we say that the Markov process mixes, because it forgets its initial condition. Thus,
these kinds of results are also called mixing time results. To begin, however, we
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take an alternate approach. If X; mixes, then for large ¢, we would expect P;f(z)
to converge to a constant function, as the law of X; will not depend on Xy. That
constant must be the true mean of f, [ fdn.

To bound the rate of this convergence, we turn to the negative generator, —.%,
and its spectrum. Recall that when 7 is reversible, —.% is positive semi-definite
and self-adjoint, and therefore has real nonnegative eigenvalues. It will always have
0 as an eigenvalue because for any constant function ¢, P;(c) is also the constant
function ¢, so 0. Pi(c) = ZLP(c) = Z(c) = 0. However, let us suppose that
the eigen values of —L exist in {0} U [C,00). (To avoid the case of A = 0, we
only consider functions with mean zero, i.e. in the orthogonal complement of the
subspace of constant functions in L?(7).) This is appropriately called a spectral gap
for —%. Recall that because 0, P, f = £ P, f, we can formally write P, = exp(t.£).
Hence, if Z is bounded above by —C, uniformly in time, then we would expect
(negative) exponential convergence of P; f to 0, with constant proportional to —C.
To formalize this convergence, we have the Poincaré inequality [BGL14, 181].

Definition 3.16 (Poincaré inequality). Let P, be a Markov semigroup with
invariant distribution 7. We say that 7 satisfies a Poincaré inequality with constant
C if for any function f in the domain of &

Varr (f) < C&(f)

Variance is defined as usual in probability theory: [ f2dm — ([ fdr)?. One
immediate consequence of the Poincaré inequality, abbreviated PI(C), is that if
&(f) = 0 then Var,(f) = 0, i.e. f is constant almost everywhere. Hence, the
convergence of &(f;) downwards (where f; is the density of m; w.r.t 7), as proven
earlier, goes hand-in-hand with convergence of f; to a constant. This constant must
be 1, and f; = 1 implies that m; = .

Returning to the spectrum of —%, let f be an eigenfunction with eigenvalue
A > 0. Then if the Poincaré inequality holds with constant C' and f has mean zero,
by Theorem 3.14

/f2d7r§ C&(f C/f fdﬂ—C)\/deﬂ

C’
We thus derive an upper bound on %, or a lower bound on C, from the spectral
gap of —%. As promised, we have a theorem linking the Poincaré inequality to

exponential decay of P;f [BGL14, 182].

Theorem 3.17. Let P, be a Markov semigroup with invariant distribution w. The
following statements are equivalent:

(1) 7 satisfies PI(C)
(2) For any f € L*(w) and t > 0,

Var, (P, f) < exp(—%) Vary (f)

(3) For any f in L?(m), there exists a constant c(f) > 0 such that for any
t>0,
2t

Vare(Pif) < e )ea(~ )
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The proof hinges on showing that 0;Var(P,f) = —2&(P.f). Finally, we can
use the Poincaré inequality to show convergence of m; — w. Again, let f; be the
density of 7m; with respect to m. By Kolmogorov’s forward equation and symmetry
of Py, Pifo = ft. As my — m, fi — 1, so we are interested in the convergence of
|| f¢ — 1]| — 0. We formalize this through x? divergence [Chewi24, 17]:

Definition 3.18 (x? divergence). Let 7’ and 7 be probability measures on the
same space. We define the y? divergence of n’ w.r.t m by:

drn’
XZ(W/HW) = ”E - 1\|L2(w)
when 7’ << 7 and oo otherwise.

Substituting m; for 7 yields x?(m||w) = Var(f;), which is exactly what Theo-
rem 3.17 allows us to bound. Thus, we have another consequence of the Poincaré
inequality [Chewi24, 17]. If P, satisfies PI(C), then for any my and ¢ > 0,

2t
X2 (mi|m) < exp(*g)xz(ﬂollﬂ)
We thus obtain our first convergence result of m; — 7. However, the question
remains of how to prove the existence of a Poincaré inequality. This question will
be explored more in the next section, but for now, we have one result specifically
useful for the case of Langevin diffusions [BGL14, 203]:

Theorem 3.19 (Kannan-Lovéasz-Simonovits-Bobkov). Let m be a probability
measure on R™ given by dn = e~Vdx for some smooth convex function V. Then
with respect to ' = |V f|?, 7 satisfies a Poincaré inequality.

The proof of this theorem is rooted in geometry, and while it will not be covered
here, is the first glimpse at the geometry underlying the analysis of Markov processes
and semigroups. Note that taking V' to be the potential function, e~V dx is exactly
the stationary distribution of the Langevin diffusion. Moreover, |V f|? is its carré
du champ. Then, all we need is for V' to be smooth and convex. In this case, we
call 7 log-concave. In fact, for the purposes of optimization it is often reasonable to
assume that V' is convex, and for purposes of sampling it is reasonable to assume
that 7 is log-concave [Chewi24, x].

In considering the convergence of P, f towards the constant function [ fdr, vari-
ance was one possible way to measure how far a function is from being constant.
Another comes in the form of entropy [BGL14, 236]:

Definition 3.20 (Entropy). For any probability measure u, we define the entropy
of f as

But,() = [ flog(f)au— ([ fdu)tos( [ fa)

As with variance, the entropy of f is zero iff f is constant a.e. Moreover, it is only
defined for nonnegative functions f, and 0log(0) = 0. Just as bounds on variance
give rise to the Poincaré inequality, entropy allows us to define a new inequality.

Definition 3.21 (log-Sobolev inequality). The Markov semigroup P; with in-
variant distribution 7 is said to satisfy a log-Sobolev inequality with constant C'
(or LSI(C)) if for all functions f in the domain of &,

Ent,(f?) < 20&(f)
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We can again rephrase the LSI as a statement about probability distributions,
as opposed to functions. To do so, we introduce two new definitions [Chewi24, 17]:

Definition 3.22 (Kullback-Leibler divergence). If 7’ and 7 are two probability
measures such that ‘fl—: = f, then the Kullback-Leibler divergence of 7’ w.r.t 7, also
called the relative entropy, is defined by

KL(x||r) = / flog(f)dr = / log(f)dr’ = Ent,(f)

(As before, if 7’ is not absolutely continuous w.r.t 7w then KL(7'||r) = o0.)
Second, [BGL14, 237]:

Definition 3.23 (Fisher information). If 7’ and 7 are two probability measures
such that ‘fi—’: = f, then the Fisher information of 7’ w.r.t 7 is defined by

1ln) = (11009 = [ “Lan

We can use Fisher information to give an equivalent formulation of LSI(C)
[Chewi24, 18]: for all density functions f, we require that

(3.24) KL(f||r) < %I(fw”w)

To make use of this formulation, note that one can show that if 7; is the law
of X; and f, = 9t then 0, KL(m||w) = —I(m||7) [Chewi24, 17]. We may thus
conclude exponential convergence of KL(m||m) to zero as t — oo, just as with

x2(m||7) under a Poincaré inequality. Specifically we have [Chewi24, 18]:

Theorem 3.25. For a Markov semigroup P; with invariant distribution mw, the
following two conditions are equivalent:
(1) © satisfies LSI(C')
(2) For any my and t > 0,
2t
C

Log-Sobolev inequalities are stronger than Poincaré inequalities. Moreover, they
are often more useful because x2(mol||7) is likely to be much larger than K L(m||r)
[Chewi24, 37,38]. Hence, moving into the next section, we study the conditions
under which an LSI holds.

KL(m||m) < exp( VK L(mo||m)

4. GEOMETRY OF MARKOV SEMIGROUPS, OPTIMAL TRANSPORT, AND OTTO
CALCULUS

4.1. Curvature-Dimension Conditions. To begin, we address the problem of
proving the existence of a log-Sobolev inequality. First, we must define the iterated
carré du champ operator by [Chewi24, 18]:

(11) Lalf,9) == 3 (£T(f,0) ~ (1, Z9) ~ T(9.£))

The iterated carré du champ is so named because its formula is analogous to that
of I', but with I" replacing multiplication of functions. I's is the key to unlocking
log-Sobolev inequalities, per the following fundamental theorem [Chewi24, 19]:
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Theorem 4.2 (Bakry-Emery Theorem). Let P, be a Markov semigroup such
that for some constant «, for all functions f,

La(f, f) = al'(f, f)
Then P, satisfies LSI(C') for some C' < L.

Hence, for any a > 0, we can conclude the existence of an LSI, and it has a
stronger guaranteed constant for larger . The condition in this theorem is referred
as a curvature condition and is denoted by CD(«, o). To make use of this theorem,
we examine when it is satisfied in the case of Langevin diffusions.

Substituting the case of the Langevin diffusion into the definition of I'y we have

1
Lo (f, f) = §[$(||Vf||2) —2AVf,VZf)]
Then by the Bochner identity for Euclidean space [Chewi24, 50],
1
§A(I|Vf||2) = (VALY +IV?fllas
where ||[V2f||%¢ = Tr(V2f(V2f)T) and by the equation [Chewi24, 51]
VZLf—-ZLVf=-VVVS,

one can show that

Lao(f, F) = IV*fllts + (VF, V2V VS)
We therefore have the following theorem [Chewi24, 19]:

Theorem 4.3. A Langevin diffusion with potential V satisfies CD(a,00) iff V is
a-strongly conver, i.e. for any vector w, (w, V*Vw) > a.

Now, let us consider a more general kind of Langevin diffusion, taking place on
an arbitrary manifold M instead of only R™, with potential V. The manifold admits
a volume measure u, and we then define a reference measure 7 by Z—Z = Cexp(-V)
for some constant C. The diffusion has the same infinitesimal generator and carré
du champ, but on a manifold, where the Bochner identity takes the form of

%A(IIVfIIQ) = (VAL V) + IV flis + Ric(V £, V)

where Ric(-,-) is the Ricci curvature tensor [Chewi24, 81]. Hence, we conclude that
instead
o(f, ) = IV* fllizs + (V£ (V?V + Rie)V ),

so that Ric+V?V is taking the place of V2V. The first term captures the geometry
of the space and the second of the potential, and thus the reference measure. In this
case, to conclude CD(a,00) (and therefore an LSI with C' < 1, by Theorem 4.2),
it suffices to show that for any vector field X, Ric(X, X) + (X, V2V X) > of| X||?
everywhere [Chewi24, 81]. In fact, the curvature condition can be further refined
to a curvature-dimension condition CD(«, d):

Definition 4.4 (Curvature-dimension condition). The Markov semigroup P,
satisfies CD(«, d) if for any function f,

Ca(f. f) 2 al(f, ) + 5 (L1)?

This condition is so-named because if we take a Brownian motion on a manifold
M (i.e. Langevin diffusion with constant V'), the condition is equivalent to M
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having Ricci curvature at least o everywhere, in all directions, and dimension at
most d [Chewi24, 82]. In summary, we have the following result [BGL14, 215,270]:

Theorem 4.5. If P, is a Markov semigroup satisfying CD(a,d) for a > 0 and
d > 1, then it also satisfies PI(*=1) and LSI(“1).

4.2. Optimal Transport Theory and Wasserstein Space. One issue with the
previous approach is that in considering the tensor Ric + V2V, the properties of
the manifold M in which we are working and the diffusion process (i.e. choice of
V') become intertwined. In order to separate them, we present another way to view
the evolution of Langevin diffusions through the theory of optimal transport.

Consider separable metric spaces X and Y, and let P(X), P(Y) represent the
space of probability measures on X and Y respectively. Then for any cost function
¢: X,Y — R we define the optimal transport cost as follows [Chewi24, 20]:

Definition 4.6 (Optimal transport cost). For u, € P(X) and p, € P(Y), the
optimal transport cost is given by

T(pzs py) == inf / c(z,y)dr(z,y)
m€H(pa,bby) J X xY

where Iy, pty) € P(X XY) is the subset of probability measures on X x Y having
first and second marginal distributions of p, and pu,, respectively. In other words,
7 € (g, py) satisfies that for any bounded continuous functions f and g,

/X @)+ gty = /X F(@)dps + /Y o(y)dpny

A minimizing 7 € II(p4, py) is called an optimal transport plan and always exists
when c is lower semicontinuous [Chewi24, 20]. In order to define a distance between
probability measures on the same space, we consider a particular kind of optimal
transport problem [OV99, 362]:

Definition 4.7 (Wasserstein distance). If M is a manifold and p,v are two
probability measures, we define their Wasserstein distance by

Wa(p,v)? = inf / d(x,y)%dr(z,vy)
m€ll(p,v) J prx M
When computing Wasserstein distance, we always assume that p and v have
finite second moment. That is, for any chosen reference point p € M,

/ d(p, z)dp(z) < oo
M

We denote the set of all such measures p by Po(M). Equivalently, we can write
[OV99, 362]:

Wa(p,v)? = inf{E[d(X,Y)?]: X ~ u, Y ~ v}
where X and Y are random variables on M with laws p and v respectively. Finally,

using duality, we can give one more equivalent formulation of the problem [Chewi24,
21]:

(48) s Walpsv)? =supd [ fdu+ [ gdv: £.9 € D(u.v))
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where

D(p,v) ={f,g€ L' (u) x L'(v) : f(z)+g(y) <

The purpose of introducing optimal transport is to think about the set of prob-
ability measures itself on a manifold M as having a manifold-like structure. It
will not be locally homeomorphic to Euclidean space, but we can endow it with a
tangent space and local inner product, and from there, do calculus on it.

First, we must specify the set that forms the manifold of probability measures on
M. We only work with measures that are absolutely continuous w.r.t the standard
volume measure on M, and we again want to assume that they have finite second
moment. That set, denoted by Ps 4.(M), along with W5 distance, is a complete
and separable metric space [Chewi24, 26]. Defining the tangent space is slightly
trickier.

Consider any curve in P qc(M): uy,t € (—e,€), with po = u. We want to define
the velocity of this curve at ¢t = 0, i.e. %’j‘\t:(). It is possible to prove that for any
such curve, there exists a function ® satisfying [OV99, 371]:

9
(4.9) V- (uV) = aittlt:o

_ 2
le=ol?,

which means that for any test function f,

(4.10) /Vf-vqnm = %/fdut

We can picture the mass of the probability distribution p; as moving according
to the gradient of ®. For any point p € M, the original mass there, du, moves in
the direction V@, resulting to a change of f of (V f, V®), by definition of gradient.
Integrating over the whole space must therefore yield the time-derivative of [ fdp,.
On the other hand, given a function ® and an initial distribution g, we can generate
the corresponding curve using the previous differential equation, (4.9). There is
therefore a one-to-one correspondence between velocities of curves through g and
gradient fields V® (up to adding a constant to ®). Hence, we set T, P to be the
space of L? functions on M up to a constant difference and we define the local
inner product by (®, ¥) = [, (V®, V¥)du [OV99, 371]. A tangent space and local
inner product allows us to construct geodesics, and therefore define a metric on our
manifold of probability measures, even though we already began with the notion of
W, distance. It therefore behooves us to check that the induced geodesic distance is
exactly Wa(u,v): luckily, using the dual version of the optimal transport problem,
this exactly holds [OV99, 371-373]. Therefore, the choice of tangent space and
inner product was correct. Now, with a more robust notion of this psuedo-manifold
of probability measures, henceforth referred to as Wasserstein space and denoted
by P(M), we can perform calculus: this calculus is called ‘Otto calculus’ for Felix
Otto, the mathematician who pioneered it.

4.3. Applications of Otto Calculus. Now, we explore some applications of Otto
calculus. In this section, we do not present rigorous proofs (recall that Wasserstein
space is not a bona fide manifold), but rather formal arguments that should yield
value for the intuition behind the results. Let us consider a manifold M, with vol-
ume measure V and a reference probability measure v having density proportional
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to exp(—V). First, recall from (3.24) that v satisfying LSI(C) is equivalent to hav-
ing that for any p = fv, KL(u|lv) < $I(u|lv). We are now prepared to present
a formal proof of the following theorem, analogous to the prior result about LSI
for measures on manifolds, but focused on the probability measures independent of
any Markov semigroup, as presented in [OV99, 366]:

Theorem 4.11. If v is a probability measure as defined above such that V2V +
Ric > C(Id) as bilinear operators, then v satisfies LSI(% ).

Proof. For the sake of brevity, we give an outline of the proof. We can begin by
defining the functional E(u) = K L(u||v). To begin doing formal calculus, we need
to compute the gradient of F. Fortunately, as my good friend and fellow aspiring
mathematician Otto put it, “differentiation follows by triviality”. To be precise,
we can consider a geodesic u; beginning at p € P with corresponding velocity ;.
Then by definition,

S B() = (VE(u), )

From Definition 3.22, we can write
[ A dpu / dyug
B(u) = [ Pt tog(P )i = [ tog(U )

Thus, using (4.10), we can write

Hence, in general,
d
(VE.®) = [ Vieg(%L) - Vo

Consequently, we also know that

IVE(W)|? = (VE(: /ng )IPdu

In fact, in the case of Langevin diffusions, this quantity is equal to the Fisher infor-
mation I(u||v) [Chewi24, 18]. Finally, using similar methods (and again applying
the Bochner identity), one can show that the Hessian can be given by [OV99, 374]:

(V2E(1)®, B) — / V20| 515 + VO - (Ric + V2V)Vodp

This result parallels our computations of I's(f, f) in section 4.1. With this, we
are ready to prove the theorem. We know by hypothesis that Ric + V2V > CId.
Because the first term is a norm, and thus nonnegative, we also know that V2E(u) >
C1d. Substituting for KL(u||v) and I(,u|| ), we need to show that for any p that is
absolutely continuous w.r.t v, E(u) < 55||VE(u)||?. The key insight is to consider
the curve pu; where pg = p and p, follows the gradient flow of E. Hence,

& B(n) = (VEGu), ~VE(u) = [V Emo)|?

Moreover, we have the following, by the product rule:

SIVEGI = 2V B, £VE@)

d/,Lt >

LIVE@I? = 2V E(u), V2B ()
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d
ZIVE@)I[* = 2AVE (), V2 B () (= VE (1))
We know from the hypothesis that V2E > CId, so

d
ZIIVE()|I* < =2C|IVE(u)|1*

Hence, we have exponential decay, and
IVE(ue)||* < exp(=2C)||VE(u)|?

Thus, as t — oo, ||[VE(u)|[* — 0. We know that the relative entropy E(u) is only
zero when % is constant, but because they are both probability measures, that
would mean g = v. v is thus the only minimum of E(u), so we must have p; — v,
in the sense of Wasserstein distance. Now, we compute
t t
d
B(u) ~ B0 = [ 5B = [ ~IIVE)|?de
0 0

B0 = B = [ IVEGu)|F e < 9B [ et a

B(p) ~ Bl) < [IVE@IP(55)(1 — e < 5= VB

Because p; — v as t — 0o, we also have E(u;) — 0. Because this holds for all ¢,
we must have

1
E(p) < 55 IIVE@WIP
This completes the proof. O

4.4. Langevin Diffusion as Gradient Flow. Finally, we have one more incred-
ible result that demonstrates the utility of Otto calculus and Wasserstein space.

The proof comes from a seminal paper by Jordan, Kinderlehrer and, Otto. To
begin, we consider a Langevin diffusion (X;) in R” with potential V. As before, let
m; denote the law of X;. Recall that if f; denotes the density of m; w.r.t A\, then by
the Fokker-Planck equation (3.11), we have 0;f; = £* f;. We will work in L?()\),
so we cannot assume symmetry of .. We can then compute the adjoint of the
generator to find [JKO98, 3]:

T aiv(rvv) + a7,

We have already seen that the stationary distribution of the Langevin diffusion,
and thus the stationary solution of this PDE, has f proportional to exp(—V") (with
a constant factor such that it integrates to 1, since it is a probability measure).

The authors are interested in finding a discrete-time scheme to approximate the
solution to this PDE, and define it as follows. Define a functional by

F(fe) = A V() fe(x)dA(z) + A fe(@)log(fe(x))dA(x)
This is in fact just the Kullback-Leibler divergence, KL(m||7), where 7 is the
stationary distribution. This can be seen as follows:

dm dm
K L(x||r) = / O o i
d d
KL(mi||m) = | = log(72)dA



ANALYSIS OF LANGEVIN DIFFUSIONS 27

&
3
-

Because % =
T

|
>

S

KL(mlln) = [ frion( L ran

KL(m||x) = / f2(0g(f:) — log(exp(—V)))dA = / IV + / folog(f,)dA

As before, they consider the set of probability measures K with finite second mo-
ment, i.e. [ |z|>f;(z)dz < co. Moreover, let d represent the Wasserstein distance.
Then for a given initial distribution fo and a step size h, they iteratively define
fr+1 to minimize

%d<fk+1a f1)? + hF(frq1)

over all fry1 € K. This is a proximal method for discretizing gradient flow, which
is in general equivalent to the backwards Euler method, defined by Lh_f’“
—VF(fry1) [PB13, 145]. (Because Otto calculus had not yet been developed, VF
did not yet have any meaning, but the scheme captures the same idea as discretizing
gradient flow.) We will not give the details of the proof (the full paper is worth
reading, but too long to include here), but the first step is to show that, with some
fairly weak additional assumptions on V', the scheme is well-defined. After that,
the main result is as follows:

Theorem 4.12. Suppose fy satisfies F(fo) < co and for fired h > 0, let (fi.n)x be
the sequence of density functions solving the discretization scheme. Then we define
the continuous-time interpolation fp(t, ) : (0,00) XxR™ = Rxq by fr(t,x) = fi.n(z)
for all t € [kh, (k4 1)h) where k € Ng. Moreover, let g.(x) be the unique solution
to

d
% = div(g;VV) + Ag,

such that g — fo strongly in L'(R™), ast — 0. Then as h — 0, fi(t) — g; weakly
in LY(R™) for all t € (0,00) and more generally fr, — g strongly in L*((0,T) x R™)
for any T < .

In other words, for a Langevin diffusion, discretely approximating a gradient flow
of KL divergence, in the limit of finer step size, is exactly how the law of X; evolves.
Thus, while X; is defined as a ‘noisy gradient flow’, m; follows an exact gradient
flow. While this proof did not construct Wasserstein space as a pseudo-manifold of
probability measures, it did use W5 distance in its discretization scheme. In doing
S0, it laid the foundations for performing formal calculations in Wasserstein space,
where the gradient of the KL divergence is well-defined in a certain sense.
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APPENDICES

Appendix A Stochastic Processes. To make sense of stochastic differential
equations, we will begin by understanding what a stochastic process is. To begin
formalizing randomness, we need to work in a probability space.

Definition 5.1 (Probability space). Let 2 be a set, and let ¥ C P(Q2) be a
o-algebra . If P is a (nonnegative) measure such that P(2) = 1, then we call the
triple (2, ¥ ,IP) a probability space.

The key idea is the random wvariable. Intuitively, a random variable is exactly
what it sounds like: a variable that takes on values non-deterministically. We use
them to model a variety of real-world processes, like the movements of a stock’s
price of a particle undergoing motion with random ‘noisy’ forces. Formally, we say
the following [BGL14, 7].

Definition 5.2 (Random variable). Given a probability space (£2,%,P) and a
measurable space (E, F) (i.e. a set E with a o-algebra F), a random variable X
is a function X : Q — F such that for any 4 € F, X 1(A) € X.

Most often, we will consider the case where F = R™ and F is the Borel algebra
generated by the Euclidean topology. There are some assumptions about F nec-
essary to proceed, but the examples we deal with are nice enough that we do not
need to worry about these technical details. For example, it suffices to assume that
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FE is a Polish space, or that it is separable and metrizable by a metric in which it
is complete, and that F is its Borel algebra [BGL14, 7].

The essential information about a random variable is often not literally the
function X : Q — E, but rather, the probabilities with which it takes on various
values in F. We might informally refer to this information as its distribution, and
formalize it as follows.

Definition 5.3. Given a probability space (2,2, P) and an output space (E,F),
we define the law of the random variable X : Q — E by the measure p on F
satisfying u(F) = P(X1(F)), for any F € F.

Note that because by definition X is a measurable function, X ~1(F) € X for
any F' € F, so this is always well-defined.

Our primary object of interest is a particular stochastic process. We can think
of a stochastic process as time-series data of random variables. Most broadly, a
stochastic process is simply a collection of random variables on the same probability
space indexed by some (infinite) set.

Definition 5.4 (Stochastic process). Suppose we have a probability space (2, X, P),
an output space (E,F), and a set I of infinite cardinality. A stochastic process is
a collection {X;|t € I} where each X, : Q — E is a random variable.

When [ is countable, we identify it with N and have a discrete-time stochastic
process. When I has the cardinality of R, we identify it with R>o and we have
a continuous-time process. We will thus always assume that I = N or I = R,
and we do not consider any I with cardinality greater than R. Note that while
we initially define a stochastic process to be a time-indexed collection of random
variables, it can also be seen as a random path in F. Indeed, we can consider the
function X : Q x I — FE given by X (w,t) = X;(w), which fully characterizes the
stochastic process. For any w € Q, we thus have a function X, (¢) : I — E, which
can thus be seen as a randomly chosen function from I to E, or a random path in
E. A stochastic process is therefore a random variable taking values in the space
of functions from I to E. This dual view will often be just as interesting and useful
as the original.

Any stochastic process is equipped with a filtration, which loosely speaking rep-
resents the information contained in the process up to time t. We can begin with
the case of I = N.

Definition 5.5. A discrete-time filtration is a sequence of o-algebras (X, )nen such
that for any m,n € N, if m < n, then %,,, C ¥,,. Moreover, Xy = {0}.

In the context of stochastic processes, we use a filtration of the o-algebra ¥ of
the probability space, not of the output space. Moreover, we always assume that
for any n € N, X, C 3. We can analogously define continuous-time filtrations, but
will need some extra assumptions [Lawler23, 55-56].

Definition 5.6. A continuous-time filtration is a collection of o-algebras {¥:]t €
R>o} such that for any s < ¢, ¥, C ¥;. We assume that it has the following
properties:
e Right-continuity: For any ¢t € R>q, ¥ = [,5, X5
e Strong completeness: we assume that for any ¢, ¥; contains all null sets of
Y. Recall that a null set A satisfies A C B for B € ¥, P(B) = 0.
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These technical details do not appear in any proofs presented in this paper,
but they are important for the rigor of the foundations of stochastic processes and
are thus worth reading. Once again, for any ¢, ¥; C X. We think about ¥; as
representing all of the information contained in the stochastic process up to time
t. Specifically, in both the discrete and continuous cases, for any t € I, the random
variable X is always (in this paper) assumed to be measurable with respect to
3¢. To match the intuition, we will always assume that we are using the natural
filtration, where ¥, is the o-algebra generated by {X; : s < t}, or more precisely,

Y =o{X 1 (A)|s<t,Ac F}

Appendix B Riemannian Manifolds and Ricci Curvature. The work
of the remaining sections takes place in the world of Riemannian manifolds, and
requires some understanding of the different measures of curvature in these mani-
folds. We therefore begin with a brief informal introduction to what manifolds are,
and other useful definitions and identities.

To begin, a manifold M of dimension n, for n € N, is a topological space that
at each point p € M is locally homeomorphic to an open subset of R™. The space
is also assumed to be Hausdorff and have a countable base for its topology. We
often view the manifold as a subset of R* for some natural & > n. A differentiable
manifold is one that is equipped at each point p with a tangent space T, M. T, M is
a linear subspace of R*, of dimension n, and is comprised of all possible velocities
at p of curves in M passing through p. Finally, a Riemannian manifold is one
equipped at each point p with an inner product defined on its tangent space, (-,-)p :
Tp,M x T,M — R. These inner products vary smoothly in p.

The local inner products induce a norm, so that we can measure the lengths of
tangent vectors. If f : [0,1] — M is a curve, then for all ¢, f'(t) € Ty)M and we

can measure the length of the curve by integration: fol [[f'()[|¢tydt. The f(t) in the
subscript indicates that we take the norm w.r.t the inner product at p = f(t), but

is implicit henceforth. We can then define the distance between points pg,p;1 € M
by:

1
d(po, pr) = inf{ / £ (6)11de = £(0) = po. (1) = pu}

In words, we simply take the length of the shortest possible path between the
two points. With this distance function, the manifold is also a metric space, and
is assumed to be connected and complete [O1110]. A geodesic is a curve such that
locally, for any two points, the geodesic realizes their distance (i.e. is the shortest
path). They are thus analogous to straight lines in Euclidean space. So that the
curve specifies the function, we often assume that geodesics have constant (not
necessarily unit) speed. Moreover, for any point p and vector v € T,M, there
exists a unique geodesic beginning at p with initial velocity v. If that geodesic is
given by f(t), we define the endpoint of v to be f(1) and the map from p to the
endpoint is denoted exp,(v) [O1l10]. We can also define the inverse map log,(v),
where log,(p') =v <= exp,(v) =p'.

Next, we consider the differential structure of manifolds. The overall goal is to
understand what a gradient flow on a manifold is and how differential operators
inform us about curvature. To begin, consider a smooth function f : M — R.
We can define its differential df at a point p to map T,M — R by taking a curve
beginning at p with velocity v and setting (df),(v) = (Ouf(pe))|t=0 [Chewi24, 77].
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The differential (df), is thus an element of the dual space of T,M. Moreover, we
define the gradient of f at p in the usual way: for any vector v € T,M, Vf(p)
satisfies (df),(v) = (Vf(p),v)p. The gradient flow of f is again the curve p(t)
whose velocity is always —V f(p(t)) [Chewi24, 77].

Finally, we have the question of curvature. First, we consider parallel transport,
which is a way to associate a vector v € T, M to v’ € T, M for nearby p,q. Given
p € M and ¢ € M, because we assume that d(p, ¢) is small, we can assume that
q = exp,(w) for some w € T, M [Ollivier13, 2]. Then, consider any v € T, M such
that is orthogonal to w. We then define v/ by considering all vectors in T,M that
are orthogonal to the geodesic from p to ¢, and choosing one, v, that minimizes
the distance between exp,(v) and exp,(v'). The map from v to v’ is called parallel
transport and can be extended to the full domain 7}, M by requiring that it is linear
[Ollivier13, 2]. Moreover, for farther points, one can parallel transport smaller
distances along a geodesic between the two.

This is an intuitive approach, but a formal definition can be given using more
differential operators. Let us first define a vector field to be a map X associating
to each point p a tangent vector X (p) € T,M. Given a function f, a vector field
produces a new function X f by X f(p) = (df),(X(p)) = (Vf(p), X(p))p [Chewi24,
77-78]. Vector fields can thus be seen as differential operators on functions, but also
on other vector fields via the Levi-Civita connection. The Levi-Civita connection
is a map that takes in vector fields X,Y and outputs another vector field VxY.

One important property of the Levi-Civita connection (and of affine connec-
tions more broadly) is that for vector fields X7, Xo and a smooth function f,
Vixi+x,Y = fVx,Y + Vx,Y, where f just scales the vector fields X;(p) and
Vx,Y(p) by f(p). As a result of this property, one can prove the following lemma:

Lemma 5.7. If U C M is open and X1, X2,Y are vector fields such that X1|y =
XQ‘U then (ley)lU = (VXQY)|U’

In other words, for fixed Y, local values of VxY only depend on local values of
X. Finally, for any curve f : R — M, we can define the covariant derivative, the
generalization of directional derivatives. (We assume f is not self-intersecting, as in
the case of geodesics.) Consider the velocity field f(t) (a vector field on the subset
f(R) € M), and extend it smoothly to a vector field X defined on all of M. By
the localization property in the above lemma, one can show that how we choose X
does not matter. Now, for any vector field Y, we define the covariant derivative of
Y along f(t) by [Chewi24, 78]:

DY (t) :== (VxY)(f(1))
Because the extension to X is arbitrary, we also write it as (V /(,)Y)(f(t)). Finally,
we can define the parallel transport of a vector v € T M along the curve f(t) by
the vector field V' such that D¢V (t) = 0.

With a robust notion of parallel transport, we can begin defining curvature. To
begin, we have sectional curvature [Ollivierl3, 3-4]:

Definition 5.8 (Sectional curvature). Let M be a Riemannian manifold, and
consider some x € M. Moreover, consider v, w € T, M with unit length and ,6 > 0.
Let y = exp,(6v) and let w’ be the parallel transport of w from x to y. Then if
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p = exp,(ew) and g = exp, (ew’), we have for some K

d(p,q) = 6(1 — %K(v, w) + O(3 +£26))

K (v,w) is called the sectional curvature at .

In the case of Euclidean space, parallel transport creates a rectangle so the
distance between p and ¢ is the same as between z and y, i.e. §. We would thus
correctly find that K = 0. But in other settings, that is not the case. Note that
while the estimate of § is correct up to first order in d, e, the curvature provides a
necessary second-order correction. With sectional curvature, we may define Ricci
curvature, which is ultimately our object of interest [Ollivierl3, 4]:

Definition 5.9 (Ricci curvature). Consider an n-dimensional manifold M and
xe M. If veT,M and ||v|]| = 1, we define the Ricci curvature Ric(v) as n times
mean of K(v,w) for w € T, M, ||w|| = 1.

We can also give an alternate characterization that is easier to visualize [Ol-
livier13, 4]:

Proposition 5.10. Consider a point x € M (again of dimension n), a unit vector
veT,M, ande,d > 0. Moreover, let y = exp,(dv), Sy = {w € Ty M : ||w|| = ¢},
and Sy = {w € TyM : ||w|| = e}. If S, is mapped to Sy via parallel transport, the
average distance travelled by a point in S, is given by

2
5(1— ;—nRic(v) +O(e3 + £20)

Positive Ricci curvature is thus characterized by the phrase “balls are closer than
their centers are” [Ollivierl3, 4]. Ricci curvature can also be derived from the more
general notion of the Riemann curvature tensor. Given vector fields W, XY, and
Z, the Riemann curvature tensor is defined, using the Levi-Civita connection, by
[Chewi24, 79]:

Riem(W, X,Y,Z) = (VxVwY — ViwVxY + Vi xY, Z)

where the Lie bracket [W, X] is a vector field implicitly defined by [W, X](f) =
W(X(f)) — X(W(f)). Notably, when evaluating at a point p, the output de-
pends only on W(p), X (p),Y (p), and Z(p), so the following is well-defined. For a
point p and fixed v, w € T, M, the Ricci curvature tensor is defined by Ric(v,w) =
TrRiem(u,-,v,-). What we previously denoted by Ric(v) was more properly Ric(v,v),
since the tensor takes two vector inputs. Positive Ricci curvature can have remark-
able consequences, which are explored section 4.1.
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