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Abstract. This paper presents a beautiful result of Gromov, exhibiting a

bound on the sum of Betti numbers of a complete Riemannian manifold M of

non-negative sectional curvature which depends only on the dimension of M .
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1. Introduction

Many important results of Riemannian geometry have come about out of at-
tempts to understand how different restrictions on the curvature tensor of a Rie-
mannian manifold affect its topology. One more recent such result, first published
in [7], will be the topic of this paper.

Theorem 1.1. [Gromov, 1981] Let (M, g) be a Riemannian n-manifold with sec-
tional curvature K(σ, p) ≥ 0 for any choice of p ∈M and plane σ ⊂ TqM . Denote
by bi the ith Betti number of M . Then, there exists a constant C(n), dependent
only on the dimension of M , such that

n∑
i=0

bi ≤ C(n)

Petersen, in [9], has described this result as “one of the deepest and most beauti-
ful results in Riemannian geometry”. Previously, Bochner’s technique was used to
bound bi of closed Riemannian manifolds with non-negative curvature by

(
n
i

)
. More

famously, the bound b1 ≤ n requires only that M is compact and has non-negative
Ricci curvature (see [9], chapter 9). The result Theorem 1.1 above, however, does
not require any compactness assumptions, and has a weaker curvature assumption.

Bounds on sums of Betti numbers are also significant in light of the famous Hopf
conjecture, which asks if S2 × S2 admits a metric of positive sectional curvature.
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Theorem 1.1 shows that the connect sum

(S2 × S2)# . . .#(S2 × S2)

with sufficiently many terms does not admit a metric of non-negative sectional cur-
vature. Indeed, since Sha-Yang ([10]) exhibited a metric of positive Ricci curvature
on this space, it follows that the sectional curvature hypothesis in Gromov’s result
cannot be weakened to Ricci curvature.

The proposed bound C(n) above is on the order of (n22
na)2

nb, for some constants
a, b. It is likely very far from optimal. Gromov, in [7], conjectured that the optimal
C(n) is 2n, achieved by the n-torus S1×· · ·×S1. It is known that the 2n bound holds
for manifolds which are rationally elliptic, and there is an unresolved conjecture
of Bott that states that all simply-connected non-negatively curved manifolds are
rationally elliptic ([1]). There appears to be little recent progress on this conjecture.

The proof of Theorem 1.1 can be minimalistically summarized like this. First, by
developing a critical point theory for distance functions on complete Riemannian
manifolds, we reduce the problem of estimating the sum of Betti numbers of M to
estimating the sum of Betti numbers of a ball B in M of sufficiently large radius.
We can bound this topological ‘content’ of the ball by a factor of the content of
smaller balls by using the Mayer-Vietoris double-complexes of a system of covers of
B. The maximum number of times this ‘shrink’-bound can be iteratively applied
to B is a topological invariant we will call the rank of B. We will use our critical
point theory again to conclude that the rank of B is bounded by an expression
depending only on the dimension of M .

My goal with this paper is to provide a clear and detailed proof of Gromov’s
result, and to present some insights and intuitions I came across while trying to
understand it. I also hope that my writing will be useful to others who try to study
similar expositions of this result, such as [7], [9], and [5]. These are my primary
sources, along with [3] for section 4. Some preliminary results and techniques are
collected in sections 2, 3, and 4, while the body of the proof is contained in section
5.

2. Distance and Volume Comparison

We will need two lemmas that, as the title of this section suggests, allow us to
obtain bounds on geometric quantities of objects in M using the geometry of flat
manifolds.

First, recall how the Riemannian metric g onM gives rise to a notion of an angle
between vectors.

Definition 2.1. Let (M, g) be a Riemannian manifold, and let p ∈ M . If v, w ∈
TpM are non-zero vectors tangent to M at p, then the angle between v and w is
given by

∠(v, w) :=
g(v, w)

|v||w|

It makes sense to draw a further parallel with Euclidean geometry by importing
some of its language:

Definition 2.2. Let p, q ∈ M . A segment pq : [0, l] → M is a minimizing unit-
speed geodesic such that γ(0) = p, γ(1) = q. The length l of pq is denoted l(pq).
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Figure 1. A rough diagram demonstrating the principle of
Lemma 2.4. Diagram similar to one in [9].

If M is complete, by the Hopf-Rinow theorem, a segment pq exists for any
p, q ∈ M but is not necessarily unique. When referring to the segment pq in the
future, we will mean some specific chosen segment which should be clear from
context.

Definition 2.3. Let a, b, c ∈ M . Then the angle between segments ab and bc is
the angle between their velocity vectors at b:

∠abc := ∠(ba
′
(0), bc

′
(0))

We are ready to state the distance comparison lemma.

Lemma 2.4. [Toponogov, 1959] Suppose (M, g) is a complete, non-negatively curved
Riemannian n-manifold. Let a, b, c be points in M . Suppose A,B,C are points in
Rn such that

l(ab) = l(AB) l(bc) = l(BC)

∠abc = ∠ABC

Then

l(ac) ≤ l(AC)

Proofs can be found in [4], chapter 2, or [9], chapter 12. For some graphical
intuition, imagine ‘peeling’ a wedge made of ab, bc away from a positively curved
surface. In order to flatten ab, bc, one would have to stretch ac (see Figure 1). As a
result of this lemma, we obtain the following generalization of the Law of Cosines
to non-negatively curved Riemannian manifolds, which we will make ample use of.

Corollary 2.5. For a, b, c ∈M as above, we have

l(ac)2 ≤ l(ab)2 + l(bc)2 − 2l(ab)l(bc) cos(∠abc)

The second result involves volume comparison.

Lemma 2.6 (Bishop-Gromov). Let M be a complete n-manifold with positive sec-
tional curvature. Denote by V (p, r) the volume of the geodesic ball of radius r
centered at p in M . If v(r) is the volume of a Euclidean n-ball of radius r, then
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the ratio V (p, r)/v(r) is non-increasing in r. In particular, the following inequality
holds for 0 < r < R:

V (p,R)

V (p, r)
≤ v(R)

v(r)

A proof of this fact can also be found in [9], chapter 7. We will use this fact only
to give a bound on the greatest number N(s, r) of disjoint balls of radius s that
can be contained in Br(p) ⊂M , which is:

(2.7) N(r, s) ≤ volB(p, r)

volB(p, s)
≤ (r/s)n

Note that this also bounds the number of balls of radius 2s with centers in Br(p)
needed to cover Br(p).

3. Grove-Shiohama Critical Point Theory

One of the things Morse theory tells us is that on a smooth manifold, only
neighborhoods of critical points ‘add topology’ to the manifold. More precisely, if
the regionM b

a := f−1([a, b]) (for f a Morse function, a < b) is compact and contains
no critical points, we have a (smooth) deformation retraction from the sublevel set
M b := f−1((−∞, b)) to Ma (see [8]).

One can develop a Morse-like theory for distance functions f = distp to p ∈ M
where ‘criticality’ of a point x depends not on the gradient/Hessian of f , but on the
spread, around x, of minimizing geodesics leading back to p. This theory still gives
us a retraction lemma for compact regions free of critical points, which we will use
in conjunction with results from section 2 to show that any complete Riemannian
manifold of non-negative curvature has the homotopy type of a compact manifold
with boundary. I believe the first use of this theory was by Berger in [2] while
proving a variant of the Sphere theorem, but Grove and Shiohama were the ones
who proved the retraction lemma in [6].

Let’s start with a precise definition of a critical point.

Definition 3.1. Let M be a complete Riemannian manifold. Let f = distp be a
distance function from x to p, i.e. the length of a segment px. Let m(x) be the set
of ‘minimizing directions’ in TxM , i.e. the set of all w = xp′(0) ranging over all
choices of segment xp. A point x ∈M is then α-critical if for any v ∈ TxM there
is a w ∈ m(p) such that ∠(v, w) ≤ α. Accordingly, a point is α-regular if it is not
α-critical, i.e. if there is a unit v ∈ TxM such that m(x) is contained in an α-ball
on Sn−1 ⊂ TxM centered at v.

Practically, only π/2-critical points matter, but α-criticality will be useful for
proving parts of the retraction lemma. Critical points, without α specified, should
be assumed to be π/2-critical. See Figure 2 for an example of a critical and regular
point.

The statement we want to prove is:

Theorem 3.2. [Grove-Shiohama] Let f = distp. If the region f−1([a, b]) for 0 <
a < b is compact and free of critical points, then there is a deformation retraction
from Bb(p) to Ba(p).

We prove this similarly to how we prove the corresponding lemma in Morse the-
ory, by constructing a non-zero vector field in the neighborhood of f−1([a, b]) such
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Figure 2. The point c is π/2-critical with respect to p, point r is
π/2 regular. Minimizing geodesics to p shown.

that f is strictly decreasing (negative derivative bounded above) along its integral
lines. That way, by going along the flow of this vector field, we will reach Ba(p) in
finite time. In order to do this, we will need some properties of α-regular/critical
points.

Proposition 3.3. The α-regular points form an open subset of M .

Proof. We will show that the set of α-critical points in M is closed. Suppose
{xi} is a sequence of α-critical points that converges to x ∈ M (without loss of
generalization, {xi} is contained in a geodesically convex neighborhood of x). Take
any vector v ∈ TxM and identify it with its parallel transports vi in Txi

M . Because
every point in {xi} is critical, we can select a wi in Txi

M such that wi is the initial
velocity vector of a length-minimizing geodesic from xi to p, and ∠(vi, wi) ≥ α.
Pick a subsequence {xj} of {xi} such that corresponding wj as identified with their
transports in TxM converge to some w. Then ∠(v, w) ≥ α. We now show that w
points in the direction of p. Let dj = dist(p, xj) and let d be their limit. Because
exp(x, v, t) = expp(tv) is continuous, the limit expx(dw) of (some subsequence of)
expxj

(djwj) is equal to p. Hence, expx(tw) : [0, d] → M is a geodesic. Because it
is a limit of minimizing geodesics, it is forced to be minimizing also. We have just
shown that x must be a critical point. □

For any point q ̸= p inM , denote by cα(q) the set of all unit vectors v ∈ TqM that
serve as ‘centers of α-hemispheres’ which contain mp(q). More precisely, v ∈ cα(q)
is such that for any w ∈ mp(q) we have ∠(v, w) ≤ α. This set is convex, since
cα(q) at any q ∈M is an intersection of the convex balls on Sn ⊂ TqM of radius α
centered at vectors in mp(q).

Proposition 3.4. Given the same assumptions as in Theorem 3.2, there is a vector
field X supported on a compact neighborhood of f−1([a, b]) such that if c(t) is an
integral curve of X contained in f−1([a, b]), then

d(f ◦ c)(t)
dt

≤ δ < 0



6 RAMAN ALIAKSEYEU

Figure 3. Cut locus on an ellipsoid, shown in red. Diagram by
Cffk from https://en.wikipedia.org/wiki/Cut_locus

Proof. Note that if a point q ∈ M is π/2 regular, since Sn ⊂ TqM is compact, we
have that q is also αq-regular, for some αq < π/2. We show that in fact f−1([a, b]) is
composed not of just π/2-regular, but indeed α-regular points. We will then use this
to construct a vector field X with flow ψ compactly supported on a neighborhood
of f−1([a, b]) such that for 0 ≤ τ1 < τ2:

r ◦ c(τ2)− r ◦ c(τ1) < (τ1 − τ2) cosα

Since cα is convex, V =
∑
ϕiVqi as defined above has the property that V (x) ⊂

cα(x) for all x ∈ f−1([a, b]) so it is in particular non-zero. Denote by X the vector
field V/|V |.

Note that f is smooth precisely on the complement of the cut locus of M with
respect to p (the set of points in M past which a minimizing geodesic cannot be
continued while still remaining minimizing). This is a closed nowhere dense set
which contains, but in general is not entirely composed of, critical points of r.
(see diagram Figure 3). On the points where f is smooth, we can compute the
derivative of f ◦ c to be negative, which gives the result. On those points where r
is not differentiable, we can use the first variation formula to express the derivative
of f ◦ c in terms of the energy functional.

Let x = c(t) and consider the segment γ = px, so γ(0) = p and γ(1) = x.
Consider a variation v(s, t) of γ, such that its variational field V = dv

ds at t = 0
is 0, and the curve v(s, 1) starting at x follows an integral line of X (see diagram
Figure 4). Note that

∣∣dv
dt

∣∣ must be constant and hence is equal to the length of the
curve v(s, •).

Note that

1

2
|r ◦ c(s)|2 = E(c(s))

https://en.wikipedia.org/wiki/Cut_locus
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Figure 4. A possible variation v we can use in the proof of Propo-
sition 3.4. We would like v to be zero outside of the neighborhood
U where X is defined. The image of v is shaded.

Where E(c(s)) denotes the energy of the curve c : [0, 1] → M . Taking the deriva-
tives of both sides and applying the first variation formula, we get:

r(x)
d(f ◦ c)
ds

∣∣∣∣
s=0

=
dE

ds
(0)

= g

(
dv

dt
(0),

dv

ds
(0)

)
=

∣∣∣∣dvdt (0, 1)
∣∣∣∣∠(

X,
dv

dt

)
= −f(x)∠

(
X,−dv

dt

)
Note that −dv

dt ∈ mp(x), and hence the angle between it and V (x) is less than α.
This proves the proposition. □

Proof of Theorem 3.2. Let F t be the flow generated by X as given in the propo-

sition above. Because the derivative f◦c(t)
dt ≤ δ < 0, we have that for every point

x ∈ f−1([a, b]) there is a time tx such that F tx(x) ∈ f−1((−∞, a)). Since the
assignment x 7→ tx is continuous, we get the desired retraction. □

The primary advantage of our definition of π/2-critical points (with respect to
some point p) is that sequences {xi} of critical points cannot get too far away from
p without {pxi′(0)} getting further away from each other in terms of angle. This
idea is made precise with the following lemma.

Lemma 3.5. [Gromov] Let M be a complete manifold with non-negative sectional
curvature. Suppose x1 is a critical point, and suppose x2 is such that

l(px2) ≥ νl(px1)
with ν > 1. Then

θ := ∠x1px2 ≥ arccos(1/ν)
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Proof. Because q1 is a critical point, for any choice of segment q1q2 it is possible to
find a segment q1p such that ∠(q1q2′(0), q1p′(0)) ≤ π/2. Apply Lemma 2.4 to q2,
q1, p (in this order) to get

l(q2p)
2 ≤ l(q1q2)2 + l(q1p)

2

Also apply Lemma 2.4 to q1, p, q2 to get

l(q1q2)
2 ≤ l(pq1)2 + l(pq2)

2 − 2l(pq1)l(pq2) cos(θ)

Plugging in the first inequality into the second, and doing some algebra, gives us
the result. □

Corollary 3.6. If x0, . . . , xn are critical with respect to p, and

l(pxi) ≥ νl(pxi−1)

for ν > 1 and i = 1, 2, ..., n, then n ≤ 2π
arccos(1/ν)

n−1
.

Proof. Lemma 3.5 says that ∠(pxi′(0), pxj ′(0)) ≥ arccos(1/ν) for all i ̸= j. The
greatest number of unit vectors in Sn−1 ⊂ TpM that are at least α apart in angle
is the greatest number of balls on Sn−1 of radius α that are pairwise disjoint. Thus
the bound is given by (2.7). □

Notably, this is the only time the curvature condition is used while proving
Theorem 1.1.

Corollary 3.7. If M is a complete manifold with non-negative sectional curvature,
then for any p ∈ M all π/2-critical points must be contained in some sufficiently
large ball BR(p) around p. Thus M has the homotopy type of a compact manifold
with boundary.

4. Mayer-Vietoris Double Comlpex

We will consider Betti numbers bi of M in terms of (deRham) cohomology with
R coefficients.

Definition 4.1. For A ⊂ M , denote by H∗(A) the sum of all the cohomology
vector spaces:

H∗(M) =

n⊕
i=0

Hi(A,R)

Denote the Betti numbers of A by bi(A).
If A ⊂ B, denote by bi(A ⊂ B) the rank (as a linear map of vector spaces) of

the map i∗ : Hi(B)→ Hi(A) induced by the inclusion i : A→ B. Similarly,

b∗(A ⊂ B) =

n∑
i=0

bi(A ⊂ B)

Particularly important is the following ‘in-between’ lemma.

Lemma 4.2. Let A ⊂ B ⊂ C ⊂ D, then

bi(A ⊂ D) ≤ bi(B ⊂ C)
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This is only a consequence of linear algebra. Since for any bounded, open A,B
with A ⊂ B we can find some compact manifold with boundary Y with A ⊂ Y ⊂ B,
we have

bi(A ⊂ B) ≤ bi(Y ) <∞
We have proven

Corollary 4.3. If A,B are bounded, open, and A ⊂ B, then bi(A ⊂ B) is finite.

Recall the Mayer-Vietoris sequence for cohomology: if M is covered by open
U1, U2, we have

· · · → Hi−1(U1 ∩ U2)→ Hi(U1 ∪ U2)→ Hi(U1)
⊕

Hi(U2)→ . . .

Then, we have
bi(M) ≤ bi(U1) + bi(U2) + bi−1(U1 ∩ U2)

Notation 4.4. Denote by Ui1,...,in the intersection Ui1 ∩ · · · ∩ Uin .

Applying induction on the number N of the open sets in the cover, we get the
following inequality.

Lemma 4.5. If U1, . . . , UN form an open cover of some subset A ⊂M , we have

bi(A) ≤
N∑
j=0

∑
Ui1,...,iN−j

̸=∅

bj(Ui1,...,iN−j
)

We will need the following variation of the above lemma.

Lemma 4.6. Let U j
i be sets such that U j

i ⊂ U j+1
i . For j = 0, 1, . . . , n + 1 let

Xj := ∪iU j
i . Then

bk(X
0 ⊂ Xn+1) ≤

k∑
j=0

∑
Ui1 ,...,ik−j ̸=∅

bj(U
j
i1,...,ik−j

, U j+1
i1,...,ik−j

)

To prove this, we need a topological tool known as the Mayer-Vietoris double
complex. For details in the material to follow, see [3], chapter 2.

Let U1, . . . , UN be a cover of M , with N > 2. Consider the following chain of
inclusions

Xj ←
∏

0≤i0≤n

U j
i0
←

∏
0≤i0<i1≤n

U j
i0,i1
← . . .

where the arrow
∏
U j
i0,...,im

→
∏
U j
i0,...,im−1

representsm+1 maps δk :
∏
Ui0,...,im →∏

Ui0,...,im−1
(k = 0, . . . ,m) which on Ui0,...,im ‘ignore the kth set in the intersec-

tion’, so δj : Ui0,...,im → Ui0,...,îk,...,im
is the natural inclusion. The first arrow is

composed of the natural inclusions Ui0 →M . This sequence produces the following
induced sequence of maps on products of spaces of forms:

Ω∗(M)→
⊕

Ω∗(Ui0)→
⊕

Ω∗(Ui0,i1)→ . . .

We combine the arrows δ∗k into one boundary operator δ for ω ∈
⊕

Ω∗(Ui0,...,im)
as such:

(δω)i0,...,im+1 =
∑

(−1)kδkωi0,...,im+1

It can be checked that indeed δ2 = 0, so

0→ Ω∗(M)
δ−→

⊕
Ω∗(Ui0)

δ−→
⊕

Ω∗(Ui0,i1)→ . . .
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is a chain complex. An additional calculation tells us that it is exact.
Expand this complex into the following lattice:

...
...

...
... . .

.

Ω3(Xj) //

OO

⊕
Ω3(U j

i0
) //

OO

⊕
Ω3(U j

i0,i1
) //

OO

⊕
Ω3(U j

i0,i1,i2
) //

OO

. . .

Ω2(Xj) //

OO

⊕
Ω2(U j

i0
) //

OO

⊕
Ω2(U j

i0,i1
) //

OO

⊕
Ω2(U j

i0,i1,i2
) //

OO

. . .

Ω1(Xj) //

OO

⊕
Ω1(U j

i0
) //

OO

⊕
Ω1(U j

i0,i1
) //

OO

⊕
Ω1(U j

i0,i1,i2
) //

OO

. . .

d

OO

Ω0(Xj) //

OO

⊕
Ω0(U j

i0
) //

OO

⊕
Ω0(U j

i0,i1
) //

OO

⊕
Ω0(U j

i0,i1,i2
) //

OO

. . .

δ
//

Here the (non-zero) horizontal arrows are given by the δ operator and the (non-zero)
vertical arrows are given by the d operator. Both are differential, and commute with
each other, giving this complex a ‘double’-differential structure.

This lattice admits another operator which makes it into a differential com-
plex. Denote Ωl(Xj) = Cj

0,l and
⊕

Ωl(U j
i1,...,ik

) = Cj
k,l. Then consider the

‘sum-diagonals’ Sm =
⊕m

p=0 C
j
p,m−p. We define the total differential operator

D : Sm → Sm+1 to map the pth component of (c1, . . . , cm) ∈ Sm by

D(cp) = δ + (−1)pd

This makes 0 → S1 → S2 → . . . into a differential complex. It is then possible to
show that the map H∗(Xj) →

⊕
H∗(U j

i0
) induced by the inclusions of the cover

elements intoXj is an isomorphism of the cohomologyH∗(Xj) into the cohomology
HD(Sm, D) of the total differential.

We can now prove the topological fact we need.

Proof of Lemma 4.6: We will follow Cheeger’s proof from [5], section 1.5. Let Zn+1

be a vector space of representative cocycles in Cn+1
0,n , isomorphic to Hn(Xn+1). We

will find a filtration Zn = Zn
n+1 ⊃ Zn

n ⊃ · · · ⊃ Zn
0 such that

dim(Zn
j+1/Z

n
j ) ≤

∑
i0,...,in−j

bj(U
j+1
i0,...,in−j

⊂ U j
i0,...,in−j

)

And so that if r∗s : Hk(Xs+1)→ Hk(Xs) are the maps induced on the cohomology

by the restrictions rs : Xs → Xs+1, and z ∈ Zj
0 , then r

∗
0 . . . r

∗
n(z) is d-exact. This



GROMOV’S BETTI NUMBER BOUND 11

will give us the result, since

bk(X
0 ⊂ Xn+1) = dim(im(Hk(Xn+1)

i∗−→ Hk(X0)))

= dim(Zn
n/ ker(H

k(Xn+1)
r∗0 ...r

∗
n−−−−→ Hk(X0)))

≤ dim(Zn
n+1/Z

n
0 )

=

n∑
j=0

dim(Zn
j+1/Z

n
j )

We start the construction with

Zn
n := {z ∈ Zn

n+1 | r∗n(z) ∈ Cn
0,n is d-exact}

Where d is the map induced on cohomology. Then,

dim(Zn
n+1/Z

n
n ) = dim(r∗n(Z

n
n+1)

= dim(bn(X
n+1 ⊂ Xn))

=
∑
i

bn(U
n+1
i , Un

i )

Choose a linear map d−1 : r∗(Zn
n+1) → Cn

0,n−1 such that dd−1(z) = z. Note that
because d and δ anti-commute, and δz = 0 by the fact that Zn is made up of
D-cocycles, we have that dδd−1(z) = 0. Also, δ(δd−1)(z) = 0. We have shown that
δd−1z sends D-cocycles (that are d-exact) to D-cocycles.

Define

Zn
n−1 := {z ∈ Zn

n | r∗n−1δd
−1r∗n(z) is d-exact}

Proceeding in a similar fashion, define the rest of the filtration. Then,

dim(Zn
j+1/Z

n
j ) ≤ dim

im

 ⊕
i0,...,in−j

Hj(U j+1
i0,...,in−j

)
r∗j−→

⊕
i0,...,in−j

Hj(U j
i0,...,in−j

)


=

∑
i0,...,in−j

bj(U
j+1
i0,...,in−j

, U j
i0,...,in−j

)

Now we have to show that r∗0 . . . r
∗
n(z) is d-exact. Note that it is D-exact, as

r∗0 . . . r
∗
n(z) = D(an−1 + · · ·+ a0)

where

ai = (−1)(n−1)−ir ∗0 . . . r∗i−1(d
−1r∗i)(δd−1r∗i+1 . . . d

−1r∗n(z)

Then, using the fact that the double complex above is δ-exact, choose b0 ∈ C0
n−1,0

with δb0 = a0, and set a′1 = a1 + db0. Then

r∗0 . . . r
∗
n(z) = D(an−1 + · · ·+ a′1 + (d+ δ)(b0)) = D(an−1 + · · ·+ a′1)

Proceeding similarly to this, we get

r∗0 . . . r
∗
n(z) = D(a′n−1) a′n−1 ∈ C0

0,n−1

By construction, δa′n−1 = 0, so we are done. □



12 RAMAN ALIAKSEYEU

5. Proof of Theorem 1.1

We will reason about the dimension of H∗(M) in terms of the content of a
sufficiently large ball Br(p) ⊂M .

Definition 5.1. The content of the ball Br(p) in M is given by

cont(p, r) = b∗(Br(p) ⊂ B5r(p))

Many constants in this section, including the 5 in the definition above, are cho-
sen somewhat arbitrarily. Nevertheless, their choices make the necessary triangle
inequalities work out.

There is a way to estimate the content of large balls Br(p) using the content of
smaller balls inside it.

Lemma 5.2. If for every p′ ∈ Br(p) and j = 0, 1, . . . , n+ 1 we have

cont(p′, 10−jr) ≤ c
then

cont(p, r) ≤ (n+ 1)2N(10−(n+1)r,r)c

where N(s, r) is the maximal number of open balls of radius s required to cover a
ball of radius r.

Proof. Let U j
i = B10j−(n+1)r(pi) be a cover as in Lemma 4.6. Notice that there are

at most (n+ 1)2N(10−(n+1)r,r)) terms on the right hand side of the inequality given
by the lemma (where N(10−(n+1)r,r) is defined as at the end of section 2). Since
for 1 ≤ k ≤ l

U j+1
i0,...,il

⊂ B10j−(n+1)r(pk) ⊂ B5·10j−(n+1)r (pk) ⊂ U j
i0,...,il

Thus by Lemma 4.2,
bj(U

j
i0,...,ik−j

, U j+1
i0,...,ik−j

) ≤ c
Since

Br(p) ⊂ X0 ⊂ Xn+1 ⊂ B5r(p)

we get the claimed content bound. □

Definition 5.3. The ball Br(p) compresses into Bs(q) if B5s(q) ⊂ B5r(p) and
there exists a homotopy ft : Br(p) → B5r(p) such that imf0 = Br(p) and imf1 ⊂
Bs(q).

Using a variant of Lemma 4.2 we see that

Proposition 5.4. If Br(p) compresses into Bs(q) then

cont(p, r) ≤ cont(q, s)

See figure Figure 5 for an illustration.

Definition 5.5. A ball Br(p) is called incompressable if any ball Bs(q) it com-
presses into has s > r/2.

We can now define an invariant which will, together with Lemma 5.2, give us a
bound on the content of M .

Definition 5.6. The rank rank(r, p) of a ball Br(p) is defined inductively as fol-
lows:

(1) Contractible balls are assigned the rank 0.
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B5r(p)

p

q

Br(p) = imf0

Bs(q)

im(f1)

Figure 5. A schematic illustration of how Br(p) can compress
into Bs(q). Br(p) is contractible, Bs(q) has content 2.

(2) Ball Br(p) that compresses into an incompressible Bs(q), which is such that
for all q′ ∈ Bs(q) the balls Bs/10(q

′) are contractible, is given rank 1.
(3) In general, Br(p) that compresses into an incompressible Bs(q), which is

such that for all q′ ∈ Bs(q) the balls Bs/10(q
′) have rank at most k, is given

rank k + 1.

The quantity rank(r, p) is bounded, since balls can only be shrunk by a factor
of 10 so many times before they become smaller than the injectivity radius of M
(recall that the injectivity radius of M is the infimum over all p ∈ M of the radii
Rp of the largest balls BRp

(0) which expp maps diffeomorphically into M).

Lemma 5.7. For any ball Br(p) we have

cont(p, r) ≤ ((n+ 1)2N(10−(n+1)r,r))rank(p,r)

where n is the same as in Lemma 5.2.

Proof. We proceed by induction. If rank(p, r) = 1 then Br(p) is homotopy equiva-
lent to a subset of a ball Bs(q) for which all balls B10−js(q

′) are contractible, and
hence have content 1. Thus by Lemma 5.2 this case follows. The induction step is
similar. □

At this point all we need is a bound on rank that is independent of anything
except the dimension ofM . We do this by relating the rank of a ball to the number
of critical points in its vicinity.

Lemma 5.8. Consider a ball Br(p), and suppose

5s+ l(py) ≤ 5r l(py) ≤ 2r
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Then, if Br(p) does not compress into Bs(y), there is a critical point x (with respect
to y) in Br+l(py)(y) \Bs(y).

Proof. If there is no critical point in Br+l(py)(y) \ Bs(y), then Theorem 3.2 tells
us that there is a deformation retraction of Br+l(py)(y) into Bs(y). However, by
using this deformation retraction we can homotope Br(p) ⊂ Br+l(py)(y) to Bs(y).
Since the first equation says B5s(y) ⊂ B5r(p) and the second one says Br+l(py)(y) ⊂
B5r(p), we have that Br(p) compresses into Bs(y), which is a contradiction. □

Lemma 5.9. Let Br(p) have rank k. Then there exist k critical points xk, . . . , x0 ∈
B3r/2(p), critical with respect to some point y ∈ B3r/2(p), such that

l(yxi) ≥
5

4
l(yxi−1)

Proof. Assume Br(p) is incompressable, by homotoping to a smaller ball if neces-
sary. Let rk = r, pk = p. By definition of rank, there exists some rk−1 ≤ rk/10 and
pk−1 ∈ Br(p) such that Brk−1

(pk−1) is incompressible and has rank k − 1. Note
that

B5rk−1
(pk−1) ⊂ B3r/2(pk)

Construct ri, pi for i = k, . . . , 0 inductively in this way. This implies, for y = p0:

l(piy) +
5ri
2
≤ 5ri l(piy) ≤

3ri
2
< 2ri

Because Bri(pi) are incompressible, they do not compress into Bri/2(y). Then by
Lemma 5.8 we have a critical point xi such that

1

2
ri ≤ l(yxi) ≤

4

r i

From which follows

l(yxi) ≥
ri
2
≥ 5ri−1 ≥

5

4
l(yxi−1)

□

Corollary 5.10.

rank(p, r) ≤
(

2π

arccos(4/5)

)n−1

Proof. See 3.6. □

Proof of Theorem 1.1: Recall that by Corollary 3.7 we have that dim(H∗(M)) =
cont(p,R), for some sufficiently large R. Applying Lemma 5.7 and the corollary
above gives us the result. □
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