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AN EQUIVARIANT GENERALIZATION OF MCDUFF’S

THEOREM

ZHENGHUI(SUNNY) ZHANG

Abstract. In 1976, Kan and Thurston proved the theorem that any path-
connected space X is homology equivalent to the classifying space of some
discrete group G. In 1979, McDuff proved a homotopy version of it: any path-
connected space X has the same weak homotopy type as the classifying space
of some discrete monoid M . In 1984, Fiedorowicz reproved McDuff’s theo-
rem using a largely categorical construction. In this paper we will generalize
Fiedorowicz’s proof of McDuff’s theorem to the equivariant case. Precisely, we
will prove that any G-connected space X with a G-fixed basepoint x0 has the
same weak homotopy type as the classifying space of some discrete G-monoid.
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1. A Statement of The Main Result

Here we state the original version of McDuff’s theorem.

Theorem 1.1. Every path-connected space has the same weak homotopy type as
the classifying space BM of some discrete monoid M .

We generalized this into the following equivariant case:

Theorem 1.2. Let G be a discrete group. Every G-connected space X with a G-
fixed basepoint x0 has the same weak homotopy type as the classifying space BM
of some discrete G-monoid M . Moreover, for any subgroup H ≤ G, XH has the
same weak homotopy type as B(MH), where ·H denotes the fixed point set.

Toward this theorem, we will first introduce a construction of classifying spaces in
Section 2. Then we will sketch the proofs by McDuff and Fiedorowicz and compare
them in Section 3. Finally we will prove the equivariant version of the theorem in
Section 4.
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2. A Functorial Construction of Classifying Spaces

In this section, we lay out a categorical construction of classifying spaces using
the language of simplicial sets.

Definition 2.1. The category of finite ordered sets ∆ has objects as totally ordered
sets [n] = {0, · · · , n} for any n ∈ N and morphisms as order-preserving maps
f : [m] → [n]. All maps in ∆ are generated by compositions of face maps δi :
[n− 1]→ [n] and degeneracy maps σi : [n+ 1]→ [n] defined as:

δi(j) =

{

j if j < i

j + 1 if j ≥ i

σi(j) =

{

j if j ≤ i

j − 1 if j > i

for all 0 ≤ i ≤ n. In words, δi skips the i
th index in the codomain; σi repeats the

ith index in the codomain.

Definition 2.2. A simplicial object in a category C is a functor ∆op → C. Classical
examples are simplicial sets, simplicial spaces, and simplicial categories.

Definition 2.3. A constant simplicial set X is a simplicial set with Xi = X for
all i ∈ N. All face and degeneracy maps are identities.

Definition 2.4. A bisimplicial set is a functor ∆op ×∆op → Set. A bisimplicial
space is a functor ∆op ×∆op → Top.

Definition 2.5. The nerve functor N : Cat → sSet takes N0C = {Ob(C)}. For
n ≥ 1, NnC is defined as the set of all n-composable morphisms (f1, · · · , fn). The
degeneracy and face maps are:

di(f1, · · · , fn) =







(f2, · · · , fn), i = 0

(f1, · · · , fi+1 ◦ fi, · · · , fn), 1 ≤ i ≤ n− 1

(f1, · · · , fn−1), i = n

si(f1, · · · , fn) = (f1, · · · , fi−1, id, fi, · · · , fn)

Definition 2.6. Define the standard geometric n-simplex ∆[n]t as the subspace

{(t0, ..., tn) : 0 ≤ ti ≤ 1 and

n∑

i=0

ti = 1}

of Rn+1. ∆[·]t is a functor ∆ → Top. Its face maps δ̄i : ∆[n − 1]t → ∆[n]t and
degeneracy maps σ̄i : ∆[n+ 1]t → ∆[n]t are defined as:

δ̄i(t0, ..., tn−1) = (t0, ..., ti−1, 0, ti, ..., tn−1)

σ̄i(t0, ..., tn+1) = (t0, ..., ti−1, ti + ti+1, ti+2, ..., tn+1)

Definition 2.7. Define the geometric realization functor |·| : sSet→ Top as follows.
For a simplicial set X , regard each set Xn as a space with discrete topology. The
topological space associated to X is

|X | =
∐

n≥0

Xn ×∆[n]t/ ∼
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where the equivalence relation is (f∗x, u) ∼ (x, f̄u) for x ∈ Xn, u ∈ ∆[m]t, f :
[m] → [n], f∗ : Xn → Xm, and f̄ : ∆[m]t → ∆[n]t, where f∗, f̄ are the induced
maps in X and ∆[·]t.

Definition 2.8. Similarly, we can define the geometric realization of simplicial
spaces by replacing the discrete set Xn with space Xn in Definition 2.7.

Definition 2.9. Given a small category C, the classifying space BC is defined to
be |NC|, i.e. the space obtained after first applying the nerve functor then the
geometric realization functor. We call B : Cat→ Top the classifying space functor.

Example 2.10. By regarding a group G or a monoid M as a category with only
one object, we can define its classifying space using Definition 2.9.

3. McDuff’s Theorem

3.1. McDuff’s Proof. In this section we sketch McDuff’s original proof. The
main idea is that for any simplicial complex P , there is an explicit way to construct
a monoid M based on the simplicies of P such that P ≃ BM .

Definition 3.1. A (discrete) monoid is a set with an associative and unital binary
operation. We useM to denote the category of (discrete) monoids. A monoid M
can also be regarded as a category with one object.

Definition 3.2. A semigroupoid is a nonempty, small, topologically discrete cat-
egory where all the objects are isomorphic. For each semigroupoid MS and any
x ∈ Obj(MS), there exists an associated monoid M = Mor(x, x). M is indepen-
dent of the choice of x since all elements are isomorphic in MS. The category MS

is isomorphic to M × J , where J has its set of objects as that of MS , and exactly
one morphism between any pair of objects as mentioned in [2]. Note that the def-
inition of this semigroupoid is from [2] and different from the usual definition of
semigroupoids.

Lemma 3.3. Given a semigroupoid MS and its associated monoid M , the natural
inclusion map M →֒MS induces a homotopy equivalence BM → BMS.

Proof. As mentioned in Definition 3.2,MS
∼=M×J , and since the classifying space

functor preserves finite products, BMS
∼= BM ×BJ . Note that BJ is contractible

since J has every element a zero object. This implies BMS
∼= BM×BJ ≃ BM . �

Theorem 3.4. For any ordered connected simplicial complex P , there exists a
semigroupoid F (P ) such that P ≃ BF (P ).

Proof. There is a canonical way to construct F (P ) based on the simplicies in P . Let
the objects in F (P ) correspond to the vertices in P . The morphisms in F (P ) can
be generated by simplicies in P with additional conditions. A precise description
of this can be found in [2]. The proof of P ≃ BF (P ) is inductive.
Base Case. If dim(P ) = 0, then F (P ) is the category with one object and one
morphism. Suppose dim(P ) ≥ 1. For any 1-dim subcomplex Q′ ⊂ P , F (Q′) is
generated by one invertible morphism v0 → v1 for each 1-simplex (v0, v1) ∈ Q′,
v0 < v1. Therefore the canonical inclusion map λQ′ : Q′ → BF (Q′) is a homotopy
equivalence.
Induction. Now suppose there exists a subcomplex Q ⊂ P such that λQ : Q →
BF (Q) is a homotopy equivalence. Let K = Q ∪∂σ σ where σ is an n-simplex
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with n ≥ 2. The inclusion Q →֒ K induces an inclusion F (Q) →֒ F (K), and we
can construct an equivalence λK : K → BF (K) such that the following diagram
commutes:

Q
λQ

//

i

��

BF (Q)

i∗

��

K
λK // BF (K)

By induction this proves P ≃ BF (P ) for any finite complex P . For any infinite
complex, using the fact that for any directed set of ordered, connected complexes
Qα, F (lim→Q

α) = lim→F (Q
α), this also holds. �

Lemma 3.5. Every space is weak homotopy equivalent to a simplicial complex.

Proof. By the CW approximation theorem, every space is weak homotopy equiva-
lent to a CW complex. From 2C.5 in [6], every CW complex is homotopy equivalent
to a simplicial complex. �

Corollary 3.6. Any path-connected topological space has the weak homotopy type
of the classifying space of a discrete monoid.

Proof. This follows from Theorem 3.4 and Lemma 3.5. �

The reason that this proof does not obviously generalize to the equivariant case
is because the homotopy equivalence between a simplicial complex P and BF (P )
is proved inductively. In each inductive step there is no natural way to extend the
G-action.

3.2. Fiedorowicz’s Proof. Fiedorowicz’s proof built on the fact that every con-
nected space is weak homotopy equivalent to the classifying space of a topologial
monoid. His proof shows that for any topological monoid M , there is a systematic
way to construct another topological monoid N with underlying discrete monoid
N δ such that BM is weak homotopy equivalent to BN δ. Since the proof is quite
involved, we give an overview here.

(1) Lemma 3.11 shows that any path-connected space X is weak homotopy
equivalent to the classifying space of a topological monoid M

(2) For each topological monoidM , Lemma 3.21 constructs a discrete simplicial
category M δ

∗ such that there exists a weak homotopy equivalence BM δ
∗ →

BM . The proof of this heavily relies on Lemma 3.17 and 3.20. Then the
only thing left to show is a weak homotopy equivalence BM δ → BM δ

∗ .
(3) Proposition 3.22 shows it’s sufficient to construct a functor K : M I → M

satisfying certain conditions to show a weak homotopy equivalence BM δ →
BM δ

∗ . This proof uses the fact that after applying the classifying space
functor B, natural transformations become homotopies

(4) Apply (3) to the specific setting. Given a weak homotopy equivalence
X → BM , Theorem 3.23 constructs a topological monoid N homotopic to
M and a functor K : N I → N satisfying all conditions. Then Theorem
3.24 shows weak homotopy equivalences BN δ → BN ← BM → X

In the following we provide necessary definitions and proofs of the claims.
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Definition 3.7. A topological monoid M is a monoid with a topology such that the
multiplication M ×M →M is continuous. The basepoint of a topological monoid
is the identity element. We use TM to denote the category of topological monoids.
Denote ·δ : TM →M as the forgetful functor that forgets the topology.

Definition 3.8. Given two topological spaces X,Y , denote Y X as the space
Map(X,Y ) with compact open topology.

Definition 3.9. Given a pointed space (X, x0), the basepoint is non-degenerate if
the inclusion map x0 →֒ X is a cofibration.

Definition 3.10. The Moore loop space ΛX on X is a subspace of X [0,∞). Given
a fixed basepoint x0 ∈ X , its elements are pairs (α, r) where α : [0,∞) → X ,
α(t) = x0 for t = 0 and t ≥ r. The space ΛX can be regarded as a monoid
by forgetting the length r of each element. Define the multiplication of elements
f, g ∈ ΛX by the following concatenation: if r1 is the value after which f remains
constant and r2 is the value for g, then g ◦ f is:

g ◦ f(x) =







f(x) for 0 ≤ x ≤ r1

g(x− r1) for r1 ≤ x ≤ r1 + r2

x0 x ≥ r1 + r2

This multiplication structure makes ΛX a topological monoid.

Lemma 3.11. Any connected space X is weak homotopy equivalent to the classi-
fying space of the topological monoid M = ΛX.

Proof. By the CW approximation theorem, we can replace the space X with a CW
complex of the same weak homotopy type functorially. Choose the basepoint of
X as a 0-cell of X . Then Lemma 15.4 in [5] shows that the map ξ : BΛX → X
defined by

ξ|[λ1, · · · , λp], u| = (λ1 · · ·λp)(

p
∑

i=1

uil(λi))

for λi ∈ ΛX , u = (t0, · · · , tp) ∈ ∆[p], and ui = t0 + · · · + ti−1 induces a weak
homotopy equivalence. Note that because ΛX is a topological monoid, the nerve
functor sends ΛX to a simplicial space and the geometric realization |NΛX | = BΛX
is that of the simplicial space as in Definition 2.8. �

Definition 3.12. Given two topological monoids M,N where N has an action
on the space X , define the wreath product N

∫
MX by taking the topology as the

product topology on N×MX . For the monoid structure, given two elements (α, f),
(β, g),

(α, f)(β, g) = (αβ, u)

where u(x) = f(βx) · g(x). Hence N
∫
MX is a topological monoid.

Definition 3.13. Let H(X) denote the topological monoid of self homotopy equiv-
alences of the space X .

Definition 3.14. A category enriched over topological spaces is a topological cat-
egory.
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Definition 3.15. Given a topological category C and a topological space X , CX is
a topological function category with objects {X → Ob(C)} and morphisms {X →
Mor(C)}. We denote

J : C → CX

as the constant functor.

Lemma 3.16. Let π : X × I → X be the projection map and φ : H(X) →
H(X × I) be the natural inclusion map α 7→ α × id. Then there is an induced
monoid homomorphism:

φ

∫

π∗ : H(X)

∫

MX → H(X × I)

∫

MX×I

Lemma 3.17. Let f∗ : X∗ → Y∗ be a map of (Reedy cofibrant) simplicial spaces
such that each fn : Xn → Yn is a (weak) homotopy equivalence. Then |f∗| : |X∗| →
|Y∗| is a (weak) homotopy equivalence.

The Reedy cofibrancy is a mild cofibration condition that will be satisfied in our
context.

Lemma 3.18. If X∗∗ is a bisimplicial space as defined in Definition 2.4, there are
natural homeomorphisms

|m 7→ |n 7→ Xmn|| ∼= |m 7→ Xm,m| ∼= |n 7→ |m 7→ Xmn||

That is, the order of geometric realizations doesn’t affect the resulting space.

Lemma 3.19. Given a constant simplicial space X, |X | ∼= X.

Lemma 3.20. Consider the adjunction between simplicial sets and topological
spaces, where Sing(−) stands for the totally singular functor and | · | stands for
the geometric realization functor.

sSet
|·|

//
Top

Sing(−)
oo

Then for any X ∈ Top, the counit map ǫ : |Sing(X)| → X is a weak homotopy
equivalence. A proof of this can be found in Theorem 16.6 in [7].

Lemma 3.21. Let M be a topological monoid with a non-degenerate basepoint.
Regard M as a topological category. Suppose that for every n ∈ N,

Jδ :M δ → (M∆n

)δ

induces a homotopy equivalence of classifying spaces. Then the natural map BM δ →
BM is a weak homotopy equivalence.

Proof. Define a discrete, simplicial category M δ
∗ : ∆op → Cat as M δ

n = M δ
∗ ([n]) =

(M∆n

)δ. (M∆n

)δ is a category as in Definition 3.15. Then the nerve of M δ
∗ is a

bisimplicial set N∗(M
δ
∗ ) such that degree (m,n) is:

Nm(M δ
n) = {∆

n →M × · · · ×M
︸ ︷︷ ︸

m times

}δ

This is because by definition Nm(M δ
n) is the set of m-tuples of composable mor-

phisms in M δ
n and M δ

n is a category with only one object. By Lemma 3.18,

BM δ
∗ = |N(M δ

∗ )| = |m 7→ |n 7→ Nm(M δ
n)||
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Fixing m, Nm(M δ
∗ ) is a simplicial set equal to Sing(NmM) by an easy comparison

of definitions. Therefore

BM δ
∗ = |m 7→ |Sing(NmM)||

Also

BM = |m 7→ NmM |

By Lemma 3.20, |Sing(NmM)| is weak homotopy equivalent to NmM . The condi-
tion ofM having a non-degenerate basepoint guarantees thatN∗M and |Sing(N∗M)|
are Reedy cofibrant simplicial spaces. Thus the condition of Lemma 3.17 is satis-
fied, and there exists a weak homotopy equivalence BM δ

∗ → BM .
Now we show BM δ → BM δ

∗ is a weak homotopy equivalence. By assumption,
Jδ : BM δ → B(M∆n

)δ is an equivalence. Again by Lemma 3.18,

BM δ
∗ = |n 7→ |m 7→ Nm(M δ

n)|| = |n 7→ BM δ
n| = |n 7→ B(M∆n

)δ|

Regard BM δ as a constant simplicial space. Lemma 3.19 shows

BM δ = |BM δ| = |n 7→ BM δ|

Both BM δ and B(M∆n
)δ are Reedy cofibrant simplicial spaces given M having

a non-degenerate basepoint. Since BM δ → B(M∆n
)δ is a homotopy equivalence,

Lemma 3.17 implies BM δ → BM δ
∗ a homotopy equivalence. Combining these two

results together, BM δ → BM is weak homotopy equivalence. �

Proposition 3.22. LetM be a topological monoid with a non-degenerate basepoint,
and let J be the constant functor as in Definition 3.15. If there exists a continuous
functor K :M I →M and a continuous natural transformation ψ from

M I K
−→M

J
−→M I

to the identity functor, then BM δ is weak homotopy equivalent to BM .

Proof. After iterating K, there exists a natural transformation from

M In Kn

−−→M
J
−→M In

to the identity functor. Applying the forgetful functor, ψδ still a natural transfor-
mation from

(M In

)δ
Kn

−−→M δ Jδ

−→ (M In

)δ

to the identity functor. Let I : (M In

)δ →M δ be any evaluation map, then

M δ Jδ

−→ (M In

)δ
I
−→M δ

is the identity map. After applying the classifying space functor, natural transfor-
mations become homotopies. Then

BKn ◦BJδ ≃ id

BJδ ◦BI = id

Thus BJδ : BM δ → B(M In

)δ is a homotopy equivalence. By ∆n ∼= In and Lemma
3.21, there exists a weak homotopy equivalence BM δ → BM . �
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Theorem 3.23. Given a path-connected space X, let ΛX denote the colimit of the
following sequence where the maps are as defined in Lemma 3.16:

ΛX →֒ H(I)

∫

(ΛX)I →֒ H(I2)

∫

(ΛX)I
2

→֒ · · ·

Then there are a pair of weak homotopy equivalences B(ΛX)δ → B(ΛX)← B(ΛX).

Proof. In the construction of ΛX as in Lemma 3.11, we replace X functorially with
a CW complex with the same weak homotopy type and choose the basepoint as
a 0-cell of it. Then X is a CW complex with a non-degenerate basepoint. The
inclusion map ΛX → ΛX is a homotopy equivalence, so B(ΛX) → B(ΛX) is a
homotopy equivalence. Now the only thing to show is a weak homotopy equivalence
B(ΛX)δ → B(ΛX). Since X has a non-degenerate basepoint, so do ΛX and ΛX
by construction. Here we apply Proposition 3.22, which shows that it is sufficient
to construct a functor

K : (ΛX)I
m

→ ΛX

that satisfies the conditions in Proposition 3.22. To construct this, we can instead

construct a family of compatible functorsKn : (H(In)
∫
(ΛX)I

n

)I
m

→ H(Im+n)
∫
(ΛX)I

m+n

with respect to the sequence whose colimit is ΛX. Then {Kn} induces a K :

ΛX
Im

→ ΛX. The construction of Kn involves manipulating the indices in I∗ and
exploits the fact that we are taking the colimit of the sequence so there is enough
space to move around. A detailed construction can be found in Theorem 3.4 in
[3]. �

Theorem 3.24. Let P denote the category of path-connected spaces. There exists
a functor D : P →M such that for X ∈ P, BDX is weak homotopy equivalent to
X.

Proof. Based on Theorem 3.23, there exists a pair of weak homotopy equivalences
B(ΛX)δ → B(ΛX) ← B(ΛX) under the canonical map. By Lemma 3.11, there
exists a weak homotopy equivalence ξ : B(ΛX) → X . Since the construction of
ΛX , (ΛX)δ and classifying spaces are all functorial, take DX = (ΛX)δ. Then we
have the natural weak homotopy equivalences as follows:

BDX = B(ΛX)δ // B(ΛX) BΛXoo // X

�

Fiedorowicz’s proof of McDuff’s Theorem emphasizes on categorical construc-
tions. If we can verify that the constructions are compatible with G-actions and
well-behaved with respect to the set of H-fixed points for all H ≤ G, then there is
a way to generalize it equivariantly.

4. An Equivariant Generalization

Definition 4.1. A monoid M with a left G-action by monoid homomorphisms is
called a G-monoid. Maps between G-monoids are G-monoid homomorphism f such
that for g ∈ G, m ∈M , f(g ·m) = g · f(m). We denote this category asMG.
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Definition 4.2. A G-space is a topological space equipped with a left G-action that
is continuous. A G-map between G-spaces X,Y is a continuous map f : X → Y
such that f(g·x) = g·f(x) for all g ∈ G. A homotopy betweenG-maps f , g : X → Y
is a G-map H : X × I → Y with H(x, 0) = f(x), H(x, 1) = g(x).

Definition 4.3. A topological G-monoid is a G-monoid with a topology such that
the action of G is continuous.

Definition 4.4. Given a G-space X , let XH denote the set of fixed points of H ,
i.e. XH = {x ∈ X |h · x = x ∀h ∈ H}. A space X is called G-connected if for all
H ≤ G, XH is connected.

Definition 4.5. Given a G-space X , a point x ∈ X is called G-fixed if g · x = x
for all g ∈ G.

Definition 4.6. A G-map f : X → Y is a weak homotopy equivalence if the map
fH : XH → Y H is a weak homotopy equivalence for all H ≤ G.

Theorem 4.7. Given any G-space X, there exists a G-CW complex ΓX such that
there exists a weak homotopy equivalence τ : ΓX → X. Moreover Γ is functorial.
This is the CW approximation theorem in the equivariant case.

Proof. A precise proof of this can be found in Theorem 3.6 in [4]. �

Using this theorem, from now on we assume our G-space X as a G-CW complex
with basepoint x0 a 0-cell.

Lemma 4.8. Given topological monoids N , A, B, an action of N on A, B, and
an N -map h : A → B that is also a monoid homomorphism, it induces a monoid
homomorphism

h∗ : N

∫

A→ N

∫

B

Proof. Consider (n, a), (n′, a′) ∈ N
∫
A. We have

h∗((n, a) · (n
′, a′)) = h∗((nn′, (n′ · a) · a′))

= (nn′, h
(
(n′ · a) · a′

)
)

h∗(n, a) · h
∗(n′, a′) = (n, h(a)) · (n′, h(a′))

= (nn′,
(
n′ · h(a)

)
·h(a′))

and because h is a monoid homomorphism and an N -map, these two are the same.
�

Corollary 4.9. Given an inclusion map i :M →M ′ where M,M ′ are G-monoids,
G acts trivially on N and X, and X is an N -space, there exists an induced G-
monoid homomorphism i∗ : N

∫
MX → N

∫
M ′X .

Lemma 4.10. Given (X, x0) a G-space with x0 G-fixed, let ΛX be the Moore loop
space as in Definition 3.10. Then ΛX, ΛX, (ΛX)δ are also G-spaces.

Proof. The reason we need a pointed space X with x0 G-fixed is that the construc-
tion of ΛX requires a choice of the basepoint, and the G-action is well-defined only
when x0 is G-fixed. Because ΛX is a subspace of Map([0,∞), X), given f ∈ ΛX ,
define g · f as the loop such that given any t ∈ [0,∞),

(g · f)(t) = g · f(t)
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Recall the construction of ΛX in Theorem 3.23. We can define a G-action on ΛX
as the one induced from ΛX with trivial G-action on I. This is well-defined by
Corollary 4.9. The G-action on (ΛX)δ follows from that on ΛX. �

Corollary 4.11. The G-action defined in Lemma 4.10 makes ΛX, ΛX, (ΛX)δ

topological G-monoids.

Lemma 4.12. Given (X, x0) a G-space with x0 G-fixed, BΛX, BΛX, B(ΛX)δ

are also G-spaces.

Proof. In Lemma 4.10, we have shown that ΛX , ΛX are G-spaces. Recall BΛX =
|NΛX |, where N is the nerve functor and | · | is the geometric realization functor.
By Definition 2.7, we know the geometric realization of NΛX is

|NΛX | =
∐

n≥0

(NΛX)n ×∆[n]t/ ∼

where the equivalence relation is (f∗x, u) ∼ (x, f̄u) for x ∈ Xn, u ∈ ∆[m]t, f :
[m] → [n], f∗ : (NΛX)n → (NΛX)m, and f̄ : ∆[m]t → ∆[n]t, where f∗, f̄ are
the induced maps in NΛX and ∆[·]t. The following is basically proving that the
geometric realization of a simplicial G-space is a G-space. To define the G-action
on |NΛX |, it is sufficient to define the G-action on (NΛX)n as the one induced
from ΛX and take the trivial action on ∆[n]t. The only thing that is left to show
is the quotient relation is compatible with the G-action. Given (f∗x, u) ∼ (x, f̄u),
we show the orbit of (f∗x, u) equals to the orbit of (x, f̄u). It is a fact that f∗ can
be written as a composition of maps di, sj as in Definition 2.5. Observe that di, sj
are G-equivariant maps in our context. Then given g ∈ G,

g · (f∗x, u) = (g · f∗x, u)

= (f∗(g · x), u)

= (g · x, f̄u)

= g · (x, f̄u)

Hence this is a well-defined G-action on BΛX . Similarly we can construct the
induced G-action on BΛX and B(ΛX)δ. �

Lemma 4.13. Recall the construction of the map ξ : BΛX → X in Lemma 3.11.
If (X, x0) is a G-space with x0 G-fixed, then ξ is a G-map.

Proof. Given an element (|[λ1, · · · , λp], u|) where λi ∈ ΛX , u = (t0, · · · , tp) ∈ ∆p,

g · ξ(|[λ1, · · · , λp], u|) = g ·
(
(λ1 · · ·λp)Σ

p
i=1uil(λi)

)

=
(
g · (λ1 · · ·λp)Σ

p
i=1uil(λi)

)

=
(
g · (λ1 · · ·λp)Σ

p
i=1uil(g · λi)

)

= ξ(g · |[λ1, · · · , λp], u|)

�

Theorem 4.14. Let PG denote the category of pointed G-connected spaces where
the basepoint is G-fixed. There exists a functor D : PG → MG such that for
X ∈ PG, BDX is weak homotopy equivalent to X in the equivariant sense.
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Proof. Let BDX = B(ΛX)δ. Take the G-action on B(ΛX)δ, B(ΛX), and BΛX
as defined in Lemma 4.12. The canonical maps B(ΛX)δ → B(ΛX) ← BΛX are
G-maps, and by Lemma 4.13 BΛX → X is also a G-map. The following G-maps
induce weak homotopy equivalences between BD(XH) and XH by Theorem 3.24
for all H ≤ G.

BD(XH) = B(ΛXH)δ // B(ΛXH) BΛXHoo // XH

Now we show BD(XH) = (BDX)H for all H ≤ G. Given any point

([{α1, β1}, · · · , {αk, βk}], p) ∈ (BDX)H = (B(ΛX)δ)H

where [{α1, β1}, · · · , {αk, βk}] ∈ (NΛX)k and p ∈ ∆[k]. Each pair {αi, βi} de-
notes the two coordinates of ΛX and elements αi, βi have finite support. The point
[{α1, β1}, · · · , {αk, βk}] is fixed under H is equivalent to img(βi) ⊂ XH for all
1 ≤ i ≤ k, implying (BDX)H = BD(XH). Therefore (BDX)H is weak homotopy
equivalent to XH for all H ≤ G. What we have shown here is that all the con-
structions commute with fixed points. Therefore the G-maps induce instances of
Fiedorowicz’s result on passage to fixed points for each H ≤ G. �

In the following we show that the functor BD(−) can be also understood as a
natural transformation between two functors on the orbit category, each of which
evaluates to ·H and BD(·H) on H ≤ G.

Definition 4.15. Define the orbit category GO with its objects as G-sets G/H for
H ≤ G and morphisms as G-maps α : G/H → G/K.

Definition 4.16. Given a G-connected spaceX with a G-fixed basepoint x0, define
the functor RX : GOop → Top as RX(G/H) = XH . Given a G-map α : G/H →
G/K such that α(gH) = gγK, it induces a map

R(α) : XK → XH

by sending x 7→ γ−1x.

Definition 4.17. Given a G-connected spaceX with a G-fixed basepoint x0, define
the functor R̄X : GOop → Top as R̄X(G/H) = (BDX)H . Given a G-map α :
G/H → G/K such that α(gH) = gγK, it induces a map

R̄(α) : (BDX)K → (BDX)H

by sending x 7→ γ−1x.

Corollary 4.18. Let B denote the classifying space functor and D denote the
functor in Theorem 4.14. Then BD : RX → R̄X is a natural transformation.

Proof. Given G/H ∈ GOop, BD(RX(G/H)) = BD(XH) = BDXH . Given a G-
map α : G/H → G/K such that α(gH) = gγK, we have the following left diagram
commutes as we have proved that right diagram commutes since BD(−) respects
the G-action.

RX(G/H)

BDRX (G/H)

��

RX(G/K)
RX (α)
oo

BDRX (G/K)

��

R̄X(G/H) R̄X(G/K)
R̄X (α)

oo

⇐⇒ XH

BDXH

��

XK
RX(α)

oo

BDXK

��

(BDX)H (BDX)K
R̄X(α)

oo
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Thus BD(−) : RX → R̄X is a natural transformation such that when evaluating
on H ≤ G, BDXH : XH → (BDX)H . �
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