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#### Abstract

This paper discusses the persistent homology starting from simplicial homology. We then turn to the efficient calculation method of persistence regarding persistent homology using matrix reduction and pairing of positive and negative simplices. We eventually establish a structural loss function for autoencoders to carry out one-class learning tasks using persistent homology.
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## 1. Introduction

This paper begins by introducing simplicial homology and simplicial mapping in Section 2.1, leading to the construction of simplicial homology and properties of chain groups and boundary groups in Section 2.2. We also discuss calculating the Betti number, specifically for 0-dimensional holes, in Proposition 2.25 and Proposition 2.26.

Before moving to Section 3, we explain induced mapping between homology groups from simplicial mapping. In Section 3, we use induced mapping and the concept of filtration to construct persistent homology groups. We explore the birth and death of homology groups to understand persistence in Section 3.2, focusing on an efficient method to calculate it using matrix reduction and pairing of positive and negative simplices.

After Section 2 and Section 3 cover simplicial and persistent homology, the paper explores a structural loss function for autoencoders in Section 4. This loss function

[^0]is based on persistent homology and aims to reshape the latent space of autoencoders efficiently for one-class learning tasks. We also discuss the differentiability of the connectivity loss function and its impact on training results. Finally, Section 4.2.4 briefly explains how these structural features provide a scoring function for one-class learning.

## 2. Simplicial homology

### 2.1. Simplicial Complex.

2.1.1. Construction of simplicial complex. We start our discussion of simplicial homology with the construction of the notion of a simplicial complex which will play an essential role in the construction of homology later. We first give definitions related to affine combinations.

Definitions 2.1. Let $u=\left\{u_{0}, u_{1}, u_{2} \ldots, u_{k}\right\}$ be a finite set of points in $\mathbb{R}^{d}$. Let $x=\sum_{i=0}^{k} \lambda_{i} u_{i}$ be an affine combination. We call $x$ a convex combination if $\lambda_{i}$ is non-negative for any $0 \leq i \leq k$. The set of all points that are convex combinations of $u$ is called convex hull. We call the convex hull of $k+1$ affinely independent points a $\mathbf{k}$-simplex ( $k$ is defined to be the dimension of this simplex) and denote it by $\sigma=\operatorname{conv}\left\{u_{0}, u_{1}, u_{2} \ldots, u_{k}\right\}$.

Any subset of affinely independent points is still affinely independent. This means that any subset of affinely independent points has its corresponding convex hull and can define a simplex.

Definitions 2.2. Let $u=\left\{u_{0}, u_{1}, u_{2} \ldots, u_{k}\right\}$ be a finite set of points in $\mathbb{R}^{d}$. Let $\sigma=\operatorname{conv}\left\{u_{0}, u_{1}, u_{2} \ldots, u_{k}\right\}$. We call the convex hull of a non-empty subset of $u$ a face $\tau$ of $\sigma$ and write $\tau \leq \sigma$. We call the face proper if it's the convex hull of a proper subset of $u$ and write $\tau<\sigma$. For any $\tau$ being a (proper) face of $\sigma$, we call $\sigma$ a (proper) coface of $\tau$. The boundary of $\sigma$, denoted by $b d \sigma$, is the union of all proper faces of $\sigma$. The interior of $\sigma$, denoted by int $\sigma$ is everything that is contained in $\sigma$ but not the boundary of $\sigma$, i.e. int $\sigma=\sigma / b d \sigma$

Proposition 2.3. Any $x \in \sigma$ belongs to the interior of one and only one face of $\sigma$
Definitions 2.4. A simplicial complex $K$ is a collection of simplices that satisfies the following conditions. 1) If a simplex $\sigma$ is contained in $K$, then all its faces are also contained in $K$. 2)For any two simplices in $K$, the intersection is either a face of both simplices or empty. The dimension of simplicial complex $K$ is the maximum dimension of the simplices contained in $K$. The underlying space of $K$, denoted by $|K|$, is a topological space $(X, \tau)$ with $X$ being the union of all simplices contained in $K$ and $\tau$ being the topology defined by the Euclidean space in which those simplices lie.
2.1.2. Simplicial Mapping. Now, we can construct a type of mapping between simplices that are eventually going to resemble continuous maps between topological spaces. Simplicial mapping would serve as an ingredient for persistent homology which we would introduce in Section 3. Now, we will start by introducing a mapping between vertices of different simplices from which a simplicial map induces.

Definitions 2.5. A vertex map is a map $\phi: V e r t K \rightarrow V e r t L$ with $K$ and $L$ being simplicial complexes, i.e. it maps with the vertices of every simplex in $K$
map to vertices of a simplex in $L$. A simplicial map can be induced from every vertex map $\phi$, which is a function $f:|K| \rightarrow|L|$ with

$$
f(x)=\sum_{i=0}^{k} \beta_{i}(x) \phi\left(u_{i}\right)
$$

where $\beta_{i}(x)$ is determined as the following. Let K have vertices $u=\left\{u_{0}, u_{1}\right.$, $\left.u_{2} \ldots, u_{k}\right\}$. Then for any point $x$ contained in K , we know that $x$ belongs to the interior of exactly one simplex by Proposition 2.3. Let that simplex be $\sigma=\left\{u_{j_{1}}\right.$, $\left.u_{j_{2}}, u_{j_{3}} \ldots, u_{j_{q}}\right\}$ where $j_{a}<j_{b}$ for any $a<b$ and $j_{q} \leq k$. We can then represent $x$ with $x=\sum_{i=0}^{q} \lambda_{i} u_{i}$ in which all $\lambda_{i}$ are positive. Let $\beta_{i}(x)=\lambda_{i}$ if $i \in j_{1}, j_{2}, \ldots, j_{q}$ and $\beta_{i}(x)=0$ for $i \notin j_{1}, j_{2}, \ldots, j_{q}$.

It's worth mentioning a key property of the simplicial map before we move on to the construction of homology which is that it preserves simplices across complexes. To put it formally, we have the following proposition.
Proposition 2.6. Consider a simplicial map $f:|K| \rightarrow|L|$. Its image of any simplex in complex $K$ is a simplex in complex $L$ (not necessarily of the same dimension).

Remark 2.7. Now that we know this function preserves simplices and is linear in each simplex. We can drop the underlying space of $K$ and $L$ and just denote $f: K \rightarrow L$
2.2. Construction of Homology. With the construction of a simplicial complex, we can now start constructing the notion of homology groups. Generally, homology groups capture information of meaningful topological information on spaces for discerning and counting 'n-dimensional holes' for topological spaces. Intuitively, an "n-dimensional hole" is an n-dimensional subcomplex that is not a boundary of a ( $\mathrm{n}+1$ )-dimensional subcomplex. We will return to this intuition after constructing the language of homology groups.
Definition 2.8. For a simplicial complex $K$ and a dimension $p$, a p-chain is the formal sum of all p-simplices $\sigma_{i}$ in $K$. The formal sum takes the form of

$$
c=\sum a_{i} \sigma_{i}
$$

in which $a_{i}$ denotes coefficients assigned to each p-simplex. Additionally, we define the addition between chains component-wise. In other words, for any $c=\sum a_{i} \sigma_{i}$ and $c^{\prime}=\sum b_{i} \sigma_{i}$, we define $c+c^{\prime}=\sum\left(a_{i}+b_{i}\right) \sigma_{i}$
Remark 2.9. We will assume $a_{i}$ to be mod 2 coefficients, which means that they can be either 0 or 1 with the following computational rules: $0+0=0,0+1=1,1+1=0$ for computational topology purposes. With such restrictions, we can intuitively consider $\sigma_{i}$ with a coefficient of 1 to mean "includes $\sigma_{i}$ " and 0 to mean the opposite.

Proposition 2.10. The set of all p-chains in a simplicial complex together with addition forms an abelian group of p-chains $C_{p}$.
Remark 2.11. Note that we can define $C_{p}$ for any integer $p$. For $p$ smaller than 0 or bigger than the dimension of the simplicial complex, $C_{p}$ is a group with only 0.

With $\bmod 2$ coefficients, we can consider p -chains simply as a collection of psimplices. Then it makes sense to talk about the boundary of that collection.
Definition 2.12. For any p-simplex $\sigma=\operatorname{conv}\left\{u_{0}, u_{1}, \ldots, u_{q}\right\}$, we take the boundary of that p-simplex to be the formal sum of all (p-1)-simplices in the complex that are faces of this p-simplex. We write

$$
\partial_{p} \sigma=\sum_{i=0}^{q} \operatorname{conv}\left\{u_{0}, \ldots, \hat{u_{i}}, \ldots, u_{p}\right\}
$$

Then for a p-chain $c=\sum a_{i} \sigma_{i}$, we define the boundary of this p-chain to be the formal sum of boundaries of p-simplices in that chain. We write

$$
\partial_{p} c=\sum a_{i} \partial_{p} \sigma_{i}
$$

Remark 2.13. We can see that the boundary $\partial_{p}$ then constitutes a map from pchains to (p-1)-chains. We can then write $\partial_{p}: C_{p} \rightarrow C_{p-1}$

It should be clear from the definition that $\partial_{p}$ is a homomorphism as it respects group operations. Formally, for $c$ and $c^{\prime}$ being p-chains $\partial_{p}\left(c+c^{\prime}\right)=\partial_{p} c+\partial_{p} c^{\prime}$

Definition 2.14. A chain complex is a sequence of chain groups connected by boundary maps.

We now take a look at two subgroups of $C_{p}$ that are particularly useful for the construction of homology groups.

Definitions 2.15. A p-cycle is a p-chain whose boundary is 0 . A p-boundary is a p-chain that is the boundary of a $(p+1)$-chain.

Proposition 2.16. In a simplicial complex $K$, the set of all p-cycles forms a subgroup of the group of p-chains, denoted by $\mathbf{Z}_{\mathbf{p}}=\mathbf{Z}_{\mathbf{p}}(\mathbf{K})$. The same is true for the set of all p-boundaries which is denoted by $\mathbf{B}_{\mathbf{p}}=\mathbf{B}_{\mathbf{p}}(\mathbf{K})$.

Remark 2.17. We will from now on denote the group of p-cycles using $Z_{p}$ and the group of p-boundaries using $B_{p}$

Lemma 2.18. For any integer $p, \partial_{p} \partial_{p+1} d=0$ for any $(p+1)$-chain $d$.
Proof. We will show $\partial_{p} \partial_{p+1} \tau=0$ for any $(\mathrm{p}+1)$-simplex $\tau$. The statement follows immediately. Note that $\partial_{p+1} \tau$ consists of all the p-faces of $\tau$.

Now, we will first show that every ( $\mathrm{p}-1$ )-face of $\tau$ is a face of exactly two p-faces of $\tau$. Every (p-1)-face of $\tau$ is the simplex defined by $p$ vertices of $\tau$, let this set of vertices be $\left\{u_{0}, u_{1}, \ldots, u_{p-1}\right\}$. This leaves only two vertices of $\tau$ which we denote $u_{p}$ and $u_{p+1}$ not included in this ( $\mathrm{p}-1$ )-face. Then the only two p-simplex that can have this (p-1)-face as a face are $\left\{u_{0}, u_{1}, \ldots, u_{p-1}, u_{p}\right\}$ and $\left\{u_{0}, u_{1}, \ldots, u_{p-1}, u_{p+1}\right\}$ which is what we want to show.

We note that $\partial_{p} \partial_{p+1} \tau$ as this the formal sum of all (p-1)-faces of all p-faces of $\tau$, includes all ( $\mathrm{p}-1$ )-faces of $\tau$ and exactly twice for each ( $\mathrm{p}-1$ )-face. This proves that all coefficients of all terms eventually get zeroed out and proves the claim.

Corollary 2.19. For any integer $p$, we have $B_{p}$ is a subgroup of $Z_{p}$
Proof. Lemma 2.18 proves that every boundary of a p-chain is a p-cycle. This means that any $c \in B_{p}$ also satisfies $c \in Z_{p}$ which proves the corollary.

The fact that $B_{p}$ is a subgroup of $Z_{p}$ allows us to talk about the quotient groups formed by $Z_{p} / B_{p}$

Definitions 2.20. We call the p-th cycle group module the p-th boundary group the p-th homology group, in notation, $H_{p}=Z_{p} / B_{p}$. The p-th Betti Number is defined to be the rank of the p-th homology group, in notations, $\beta_{p}=\operatorname{rank}\left(H_{p}\right)$. A class in $H_{p}$ is called a homology class

By the definition of taking quotient groups, any cycle $c$ in $Z_{p}$ can give rise to a homology class in $B_{p}$ denoted $[c]$ such that $[c]=\left\{c+b: b \in B_{p}\right\}$. Additionally, every cycle in $Z_{p}$ is contained in one and only one homology class.

If we define the addition of the two classes to be $[c]+\left[c^{\prime}\right]=\left[c+c^{\prime}\right]$, we have an addition operation between classes that is independent of the representatives chosen and consequently well-defined. It's easy to check that the homology classes together with this addition operation indeed form a group $H_{p}$.

Definition 2.21. If $c$ and $c^{\prime}$ belong to the same homology class, they are said to be homologous, denoted by $c \sim c^{\prime}$

Notice that for any $c$ and $c^{\prime}$ to be homologous, they differ by a boundary, i.e. $\left(c-c^{\prime}\right) \in B_{p}$. This along with the fact that every cycle in $Z_{p}$ is contained in one and only one homology class gives us an intuitive understanding of $H_{p}$ : It's a partition of $Z_{p}$ into classes of cycles that only differ by a boundary. The extraction of this topological feature helps us detect p-dimension holes. It turns out that they can be counted by the p-th Betti number (except 0-dimension holes).

We will now explore how to calculate Betti numbers and how it's linked to the number of holes. To do that, we need to first examine some properties of quotient groups.

Definition 2.22. Let V be a vector space over a field $\mathbb{K}$ and N a subspace of V . An equivalence relation $\sim_{N}$ on V is defined to be that $x \sim_{N} y$ if $x-y \in N$. We define the quotient space $\mathrm{V} / \mathrm{N}$ to be the set of $V / \sim_{N}$ which is the set of all equivalence classes of V formed by $\sim$, along with addition being $[v]+[u]=[v+u]$ and scalar multiplication $k[v]=[k v]$ for any $v, u \in V$ and $k \in \mathbb{K}$

Remark 2.23. It's easy to check that $\mathrm{V} / \mathrm{N}$ does form a vector space
Proposition 2.24. For any vector space $V$, if $V$ is of finite dimension and $N$ is its subspace, we have $\operatorname{dim} V / N=\operatorname{dim} V-\operatorname{dim} N$

Proposition 2.24 provides us with a concrete way to calculate Betti Numbers.
Proposition 2.25. For any integer $p, \beta_{p}=\operatorname{rank} Z_{p}-\operatorname{rank} B_{p}$
Proof. Firstly, Let $n$ be the number of p-simplices in the simplicial complex. As $C_{p}$ is a group of cycles with modulo 2 coefficients, we can see that $C_{p}$ is isomorphic to $\mathbb{Z}_{2}^{n}$ which is an n-dimensional vector space obtained from vectors with modulo 2 coefficients through $\phi: C_{p} \rightarrow \mathbb{Z}_{2}^{n}, \phi\left(\sum_{i=1}^{n} \lambda_{i} \sigma_{i}\right)=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$.

Therefore, Group $Z_{p}$ can be considered a subspace of $\mathbb{Z}_{2}^{n}$ and $B_{p}$ a subspace of $Z_{p}$. It then makes sense to talk about the quotient space of $Z_{p} / B_{p}$. From Proposition 2.24, we have $\operatorname{dim} Z_{p} / B_{p}=\operatorname{dim} Z_{p}-\operatorname{dim} B_{p}$. Therefore, $\beta_{p}=\operatorname{rank} H_{p}=$ $\operatorname{dim} Z_{p} / B_{p}=\operatorname{dim} Z_{p}-\operatorname{dim} B_{p}=\operatorname{rank} Z_{p}-\operatorname{rank} B_{p}$

Now that we have a way to calculate the Betti number, we still lack an explanation of how it links to the measurement of holes. Intuitively, the rank of the homology groups describes the number of "basic" p-cycles that are not bounding a ( $\mathrm{p}+1$ )-simplex of the "cycles modulo boundaries" structure. This intuition is put in a more formal language specifically for 0 -cycles in the following proposition.

Proposition 2.26. Let $K$ be a finite simplicial complex. Then Betti number $\beta_{0}$ of $K$ is the number of connected components of $K$

0 -dimensional holes refer to edges that are required to connect the simplicial complex into a path-connected complex. This means the number of connected components minus 1 is the number of "basic" 0 -dimensional holes in a simplicial complex.
Remark 2.27. This difference of 1 is specifically a problem with 0 -dimensional holes. If we want $\beta_{0}$ to fit completely with the number of 0 -dimensional holes, we can adopt reduced homology.

We close this section with a discussion of the induced map between homology groups. This induced map between homology groups will be essential to how persistent homology links homology groups together which will be discussed in the next section. Recall that for any two simplicial complexes $K$ and $L$, a simplicial map $f: K \rightarrow L$ maps each simplex in $K$ linearly to $L$ as introduced in Section 2.1.2. We can then derive a map from p-chains in $K$ to p-chains in $L$ for each $p$. To do that, we first define $f_{\#}: C_{p}(K) \rightarrow C_{p}(L)$

$$
f_{\#}\left(\sum a_{i} \sigma_{i}\right)=\sum a_{i} \mu_{i}
$$

where $\sum a_{i} \sigma_{i}$ is a p-chain in $K$ and $\mu_{i}=f\left(\sigma_{i}\right)$ if $f\left(\sigma_{i}\right)$ is still of dimension $p$ (by Proposition 2.6, $f$ might map a simplex to a lower-dimensional simplex) and $\mu_{i}=0$ if $f\left(\sigma_{i}\right)$ is of a lower dimension than $p$.

We will start from this $f_{\#}$ to induce a map between $H_{p}(K)$ and $H_{p}(L)$. We begin with the following lemma which is easily verified.

Lemma 2.28. For $\partial_{K}$ and $\partial_{L}$ being p-boundary maps in the two complexes, we have $f_{\#} \circ \partial_{K}=\partial_{L} \circ f_{\#}$

Corollary 2.29. For $f_{\#}: C_{p}(K) \rightarrow C_{p}(L)$, we have $f_{\#}\left(Z_{p}(K)\right) \subseteq Z_{p}(L)$ and $f_{\#}\left(B_{p}(K)\right) \subseteq B_{p}(L)$

In words, the map $f_{\#}$ maps cycles to cycles and boundaries to boundaries. Therefore, it defines a map on the quotients which is an induced map on homology $f_{*}: H_{p}(K) \rightarrow H_{p}(L)$. This can be achieved by defining

$$
f_{*}([c])=\left[f_{\#}(c)\right],\left[f_{\#}(c)\right]=f_{\#}(c)+B_{p}(L)
$$

[c] is a homology group that's contained in $H_{p}(K)$ and $\left[f_{\#}(c)\right.$ ] is a homology group contained in $H_{p}(L)$. The last thing that we need to check is that this defining of $f_{*}$ is well-defined, i.e. the choosing of the representation of a homology group doesn't change what a class maps to under $f_{*}$.

To show this, it suffices to show that for any $c^{\prime}=c+b$ for some $b \in B_{p}(K)$, we have $f_{\#}\left(c^{\prime}\right) \in\left[f_{\#}(c)\right]$. By the definition of $f_{\#}$, we have $f_{\#}\left(c^{\prime}\right)=\sum\left(c_{i}+b_{i}\right) \mu_{i}$ with $\mu_{i}=f\left(\sigma_{i}\right)$ if $f\left(\sigma_{i}\right)$ still preserve dimension p and 0 if not and $c_{i}, b_{i}$ being coefficients of $c$ and $b$ for the corresponding $\sigma_{i}$. We then have $f_{\#}\left(c^{\prime}\right)=\sum c_{i} \mu_{i}+\sum b_{i} \mu_{i}=$ $f_{\#}(c)+f_{\#}(b)$. Finally, according to Corollary 2.29, we have $f_{\#}(b) \in B_{p}(L)$ and $f_{\#}(c) \in Z_{p}(L)$. This shows that $f_{\#}\left(c^{\prime}\right) \in\left[f_{\#}(c)\right]$.

## 3. Persistent homology

We've now seen that homology can detect the number of n-dimensional holes in a complex. However, when we try to derive topological features from a set of data. We need to differentiate the existence of noise. And this yields the necessity for persistent homology characterized by the dynamic variation of the homology groups when we construct the whole complex "step-by-step".
3.1. Persistence. To begin our discussion of persistent homology, we first introduce the concept of filtration.
Definition 3.1. Let $K$ be a simplicial complex. We call a function $f: K \rightarrow \mathbb{R}$ monotonic if for any $\sigma$ and $\tau$ that are simplices contained in $K, f(\sigma) \leq f(\tau)$ whenever $\sigma$ is a face of $\tau$.

This implies that for any $a \in \mathbb{R}$, we have $K(a)=f^{-1}(-\infty, a]$ is a subcomplex of $K$ since it's collection of simplices in a complex and any face of a simplex contained in $K(a)$ is also contained in it.

Definition 3.2. Let $a_{1}<a_{2}<a_{3}<\ldots<a_{n}$ be the different values mapped to by all the simplices in $K$ through a monotonic function $f: K \rightarrow \mathbb{R}$. Let

$$
K_{i}=\left\{\begin{array}{rr}
K\left(a_{i}\right), & 1 \leq i \leq n \\
\emptyset, & i=0
\end{array}\right.
$$

We define a filtration from $f$ as the following increasing (in the sense of containing) sequence of complexes

$$
\emptyset=K_{0} \subseteq K_{1} \subseteq \ldots \subseteq K_{n}=K
$$

Definition 3.3. Let $A$ and $B$ be two sets and $A \subset B$, the inclusion map from $A$ to $B$ is defined as $\iota: A \rightarrow B, \iota(x)=x$

Now, consider the inclusion map from $K_{i}$ to $K_{j}$ with $i<j$ as defined in Definition 3.3. Notice that the inclusion map from $\operatorname{VertK} K_{i}$ to $V e r t K_{j}$ is a vertex map as defined in Definitions 2.5. Therefore, the inclusion map from $K_{i}$ and $K_{j}$ can be considered as a simplicial map induced from the inclusion map from Vert $K_{i}$ to $\operatorname{Vert~}_{j}$ as stated in Definitions 2.5. Therefore, we can derive a map from the homology group of $K_{i}$ to that of $K_{j}$ from this inclusion map for any dimension $p$ as mentioned at the end of the last section. We denote this function by $f_{p}^{i, j}$ : $H_{p}\left(K_{i}\right) \rightarrow H_{p}\left(K_{j}\right)$ for each dimension $p$.

Therefore, the filtration naturally induces a sequence of homology groups by this map for any dimension $p$.

$$
0=H_{p}\left(K_{0}\right) \xrightarrow{f_{p}^{0,1}} H_{p}\left(K_{1}\right) \xrightarrow{f_{p}^{1,2}} \ldots \xrightarrow{f_{p}^{n-1, n}} H_{p}\left(K_{n}\right)=H_{p}(K)
$$

Definitions 3.4. We define the images of the above map induced by inclusion map p-th persistent homology groups. In notations, $H_{p}^{i, j}=\operatorname{Im}\left(f_{p}^{i, j}\right)$ for any $0 \leq i \leq j \leq n$. The Betti number, $\beta_{p}^{i, j}$, is still defined as the rank of this group.

We now consider its relationship between the homology group $Z_{p}\left(K_{i}\right) /\left(B_{p}\left(K_{j}\right) \cap\right.$ $\left.Z_{p}\left(K_{i}\right)\right)$ which is well defined as $\left(B_{p}\left(K_{j}\right) \cap Z_{p}\left(K_{i}\right)\right)$ is the intersection of two subgroups, thus also a group. This quotient group intuitively depicts how homology classes of $K_{i}$ changed with the change of the boundary group when we move from $i$ to $j$, thus containing the information on whether a homology class is still "alive" or has become trivial.

Proposition 3.5. For any integer $p$ and any $0 \leq i \leq j \leq n$, the p-th persistence homology group $H_{p}^{i, j}$ is isomorphic to $Z_{p}\left(K_{i}\right) /\left(B_{p}\left(K_{j}\right) \cap Z_{p}\left(K_{i}\right)\right)$.
Proof. Let $\phi: H_{p}^{i, j} \rightarrow Z_{p}\left(K_{i}\right) /\left(B_{p}\left(K_{j}\right) \cap Z_{p}\left(K_{i}\right)\right), \phi([c])=[c]$ with $c \in Z_{p}\left(K_{i}\right)$. Note that in $\phi([c])=[c],[c]$ as an independent variable refers to a homology class belonging to $H_{p}^{i, j}$. It makes sense as the induced map between homology groups
$f_{p}^{i, j}$ gives $f_{p}^{i, j}([c])=\left[\iota^{i, j}(c)\right]=[c]$ where $\iota^{i, j}(c)$ is the inclusion map from $K_{i}$ to $K_{j}$ which is a simplicial map as we've stated. Therefore, as long as $c \in Z_{p}\left(K_{i}\right)$, we have $[c] \in \operatorname{Im}\left(f_{p}^{i, j}\right)=H_{p}^{i, j}$. Consequently, it's reasonable to talk about $[c]$ under this context. To avoid confusion, we use the notation $\left[c_{p}\right.$ ] for $[c]$ in $H_{p}^{i, j}$, and $\left[c_{z}\right]$ for $[c]$ in $Z_{p}\left(K_{i}\right) /\left(B_{p}\left(K_{j}\right) \cap Z_{p}\left(K_{i}\right)\right)$.

I will now show that $\phi$ is an isomorphism. It's easy to see that $\phi$ is surjective as every $c \in Z_{p}\left(K_{i}\right)$ is also contained in $Z_{p}\left(K_{j}\right)$ as mentioned above, thus there exists $\left[c_{p}\right]$ in $H_{p}^{i, j}$ such that $\phi\left(\left[c_{p}\right]\right)=\left[c_{z}\right]$.

Now we show that $\phi$ is injective. For any $\left[c_{z}\right]=\left[c_{z}^{\prime}\right]$ in $Z_{p}\left(K_{i}\right) /\left(B_{p}\left(K_{j}\right) \cap Z_{p}\left(K_{i}\right)\right)$. It's easy to see that $\left[c_{z}\right]$ is contained in $\left[c_{p}\right]$ for any $c$. It then follows that $\left[c_{p}\right]$ and $\left[c_{p}^{\prime}\right]$ are not disjoint, which indicates $\left[c_{p}\right]=\left[c_{p}^{\prime}\right]$. This proves the injectivity.

Finally, the group operation is obviously preserved through $\phi$ as $\phi\left(\left[\left(c+c^{\prime}\right)_{p}\right]\right)=$ $\left[c_{z}\right]+\left[c_{z}^{\prime}\right]=\phi\left(\left[c_{p}\right]\right)+\phi\left(\left[c_{p}^{\prime}\right]\right)$.
Definition 3.6. Let $\gamma$ be a class in $H_{p}\left(K_{i}\right)$ with $0 \leq i \leq n$. We say that $\gamma$ is born at $K_{i}$ if it's not contained in $H_{p}^{i-1, i}$.

Let $\omega$ be a non-trivial homology class born at $K_{i}$, we say that it dies at $K_{j}$ with $i \leq j \leq n$ if it merges into the boundary class as we go from $K_{j-1}$ to $K_{j}$, i.e. $f_{p}^{j-1, j}(\omega)=0$ where 0 denotes the boundary class and $\omega \neq 0$. We say that $\omega$ doesn't die if $f_{p}^{n-1, n}(\omega) \neq 0$

To close this subsection, we define the concept of persistence used to depict 'how long' a class has survived throughout the filtration. This information is important when we want to monitor the dynamic behavior of different homology classes.
Definition 3.7. Let $\gamma$ be a homology class born at $K_{i}$ and dies at $K_{j}$. We then define the persistence of $\gamma$ to be the difference in the monotonic function values which induces $K_{i}$ and $K_{j}$, i.e. $\operatorname{pers}(\gamma)=a_{j}-a_{i}$. We also define the index persistence of $\gamma$ to be $\operatorname{pers}_{I d}(\gamma)=j-i$ and the persistence tuple of $\gamma$ to be $(i, j)$. If $\gamma$ doesn't die, the persistence tuple of $\gamma$ is $(i, \infty)$.
3.2. Pairing and Matrix Reduction. We will explore an efficient way to calculate persistence in this subsection. To do so, we need to be able to track how births and deaths occur for different classes throughout a filtration. Notice that each time we move from $K_{i}$ to $K_{i+1}$, we add simplices into $K_{i}$ to obtain $K_{i+1}$ because all the simplices in $K_{i}$ are contained in $K_{i+1}$. Therefore, the effect on homology groups as we move from $K_{i}$ to $K_{i+1}$ will be the same as the effect of us adding those simplices one by one. Thus, we begin by considering the effect of adding any simplex into a complex during a filtration process.

Now, consider $\sigma$ which is a p-simplex as defined in Definitions 2.1. When we add $\sigma$ into a complex $K, \sigma$ can only affect p-chain groups as it's of dimension $p$. I claim that there are only 2 possible cases:

1) The addition of $\sigma$ forms (at least) a new p-cycle:

If this happens, we call $\sigma$ positive. We then have the following proposition.
Proposition 3.8. A new p-cycle c created by a positive p-simplex $\sigma$ added to complex $K$ belongs to a new homology class that isn't contained in $H_{p}(K)$, i.e. a newly-born homology class.
Proof. As any simplex contained in $K$ maps to a value smaller than or equal to $f(\sigma)$ through $f$ with $f$ being the monotonic function that induced the filtration,
there cannot be any $(\mathrm{p}+1)$-simplex that takes $\sigma$ as a face in $K$. Assume for the sake of contradiction that $[c] \in H_{p}(K)$. It follows that there exists a p-cycle $c^{\prime}$ in $K$ such that $c-c^{\prime} \in B_{p}(K)$. However, note that $\sigma$ is not contained in any p-cycle $c^{\prime}$ in $K$. And $\sigma$ is contained in $[c]$ by definition. Therefore $\sigma$ must be contained in $c-c^{\prime}$, thus there exists a ( $\mathrm{p}+1$ )-chain which contains $\sigma$ in its boundary. It makes a contradiction against that there cannot be any ( $\mathrm{p}+1$ )-simplex that takes $\sigma$ as a face in $K$.

Be aware that the addition of a positive $\sigma$ might not only create one new p-chain. This will lead to multiple new homology classes. However, the next proposition will show that the number of "independent cycles" will only increase by one.

Proposition 3.9. The addition of a positive p-simplex $\sigma$ to a complex $K$ increases the rank of $Z_{p}$ by 1

Proof. The addition of $\sigma$ to a complex $K$ to form a new complex will create a collection of newly-formed p-cycles that contain $\sigma$, denote them by $\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$. Let $\left\{z_{1}, z_{2}, \ldots, z_{n}\right\}$ be the original basis of $Z_{p}$ of the complex $K$ before the addition of $\sigma$ to complex $K$. We can pick any $c_{i}$ and $\left\{z_{1}, z_{2}, \ldots, z_{n}, c_{i}\right\}$ forms a new basis. This is because, for any $c_{j}$, we have $c_{j}+c_{i}$ as a cycle that doesn't contain $\sigma$. This indicates $c_{j}+c_{i}$ was a cycle before the addition of $\sigma$ to complex $K$, thus can be uniquely generated by $\left\{z_{1}, z_{2}, \ldots, z_{n}\right\}$. Therefore, $c_{j}$ can be uniquely generated by $\left\{z_{1}, z_{2}, \ldots, z_{n}\right\}$ together with $c_{i}$ which is the new basis. The case for any cycle that is not in $\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$ is trivial.

Therefore, we can conclude that the addition of any positive p-simplex leads to an increase of $\operatorname{rank}\left(Z_{p}\right)$ by 1 and no other changes, thus an increase of $\beta_{p}$ by 1 according to Proposition 2.25.
2) The addition of $\sigma$ doesn't create a new p-cycle:

This event grants $\sigma$ to be called negative. Under such circumstances, we first derive the following proposition

Proposition 3.10. If $\sigma$ is negative, the boundary of $\sigma$ as a ( $p-1$ )-cycle in $K$ is not a (p-1)-boundary before the addition of $\sigma$.
Proof. If $\partial \sigma$ is a (p-1)-boundary before the addition of $\sigma$, then there exists a pchain $d$ such that $\partial d=\partial \sigma$. However, this means that after the addition of $\sigma$, $\partial(d+\sigma)=\partial \sigma+\partial \sigma=0$. This tells us that $d+\sigma$ is a new p-cycle which provides a contradiction to the hypothesis.

Intuitively, Proposition 3.10 indicates that the addition of a negative simplex fills in a non-trivial (p-1)-cycle, thus inducing the death of some (p-1)-homology class. Similarly to case one, although the addition of one negative simplex may fill multiple non-trivial (p-1)-cycles. Only one "independent class" will die of the addition of a negative simplex.

Proposition 3.11. The addition of a negative p-simplex $\sigma$ to a complex $K$ increases the rank of $B_{p-1}$ by 1

The proof of the above proposition is similar to that of Proposition 3.9 and will not be shown. And according to Proposition 2.25 , as $\operatorname{rank}\left(Z_{p-1}\right)$ won't change after the addition of a negative $\sigma$ to complex $K$, we have $\beta_{p-1}$ will decrease by 1
given that $\beta_{p-1}=\operatorname{rank}\left(Z_{p-1}\right)-\operatorname{rank}\left(B_{p-1}\right)$.
Now, Proposition 3.8 to Proposition 3.11 provide us with a clear idea regarding how adding one simplex to a complex affects the rank of $Z_{p}$ or $B_{p-1}$ and the births and deaths of homology groups. One step from $K_{i}$ to $K_{i+1}$ is the same as several steps of adding simplices in $K_{i+1}$ but not in $K_{i}$ one at a time. This enables us to track $\beta_{p}$ for each step of going through any filtration. Specifically, at each step of the filtration, we have

$$
\beta_{p}=\# \operatorname{pos}_{p}-\# n e g_{p+1}
$$

in which $\# \operatorname{pos}_{p}$ denotes the number of positive p -simplices and $\# n e g_{p+1}$ denotes the number of negative p-simplices. This is justified by the fact that $\beta_{p}=0$ for any filtration at $K_{0}$ and any integer $p$.

Therefore, for any particular homology class, we can determine the positive simplex that gave birth to this homology class and the negative simplex that led to the death of this homology class. By pairing this pair of simplices, we can calculate the persistence of this homology class.

To carry out this task efficiently, we introduce a matrix representation for all simplices in a filtration that stores boundary information.

Definition 3.12. Given a sequence $\left[\sigma_{i}\right]$ of all simplices in a filtration induced by a monotonic function $f$ such that 1) $f\left(\sigma_{i}\right)<f\left(\sigma_{j}\right) \Rightarrow i<j$ and 2) $\sigma_{i}$ is a face of $\sigma_{j} \Rightarrow i<j$, we define the boundary matrix $\partial$ set up by this sequence with the following expression

$$
\partial[i, j]=\left\{\begin{array}{lr}
1, & \sigma_{i} \text { is a codimension one face of } \sigma_{j} \\
0, & \text { otherwise } .
\end{array}\right.
$$

Remark 3.13. Note that such a sequence can always be constructed for any filtration as $f$ is monotonic.

Definitions 3.14. We define $\operatorname{low}(\mathbf{j})$ to be the index of the row of lowest ' 1 ' in column $j$. If the column contains no 1 , low $(\mathrm{j})$ is simply not defined. We also call a matrix R to be reduced if for any $j_{1} \neq j_{2}$, we have $\operatorname{low}\left(j_{1}\right) \neq \operatorname{low}\left(j_{2}\right)$

We now introduce a reduction algorithm that possesses the ability to turn a boundary matrix $\partial$ with m columns into a reduced matrix:

```
Algorithm 1 Reduction algorithm
    \(R=\partial\)
    for \(j \leftarrow 1\) to m do
        for \(j_{0} \leftarrow j\) to 1 do
            if \(\operatorname{low}\left(j_{0}\right)=\operatorname{low}(j)\) then add column \(j_{0}\) to column \(j\)
            end if
        end for
    end for
```

The correctness of this algorithm is straightforward: each time we add column $j_{0}$ to $j$, we guarantee that $\operatorname{low}(j) \neq \operatorname{low}\left(j_{0}\right)$ because $\operatorname{low}(j)$ decreases after this addition. Moreover, the following additions that take place in this inner for-loop won't make $\operatorname{low}(j)=\operatorname{low}\left(j_{0}\right)$ again because any addition will only decrease $\operatorname{low}(j)$.

Therefore, after the inner for-loop for the $j^{\text {th }}$ column ends, the $j^{\text {th }}$ column won't have the same row index of lowest 1 with any previous columns. Inductively, the whole matrix will have no two equal row indices for the lowest 1 after the entire algorithm terminates.

Note that the reduced matrix of a given boundary matrix is not unique. We can continue adding columns after we reach a reduced matrix and this will result in different reduced matrices. However, the uniqueness of the lowest 1's is guaranteed.

Proposition 3.15. For a given boundary matrix $\partial$, its lowest 1's are unique regardless of its reduced matrix $R$

Proof. For any entry $R_{i j}$ of matrix $R$, we can consider its lower left submatrix of $R$ with $R_{i j}$ being its top, right corner entry. We can denote this submatrix $R_{i}^{j}$. The addition of columns doesn't change the rank of any submatrix. Therefore, we have that $\operatorname{rank}\left(R_{i}^{j}\right)=\operatorname{rank}\left(\partial_{i}^{j}\right)$.

We now consider the following expression:

$$
r_{R}(i, j)=\operatorname{rank}\left(R_{i}^{j}\right)-\operatorname{rank}\left(R_{i+1}^{j}\right)+\operatorname{rank}\left(R_{i+1}^{j-1}\right)-\operatorname{rank}\left(R_{i}^{j-1}\right)
$$

Firstly, note that $r_{R}(i, j)=r_{\partial}(i, j)$. Secondly, we observe that any linear combination of the non-zero columns in $R_{i}^{j}$ is non-zero because they have different row indices for the lowest 1's. It follows that $\operatorname{rank}\left(R_{i}^{j}\right)=$ number of non-zero columns. With these two observations, we move to evaluate this expression.

Case 1): If $R_{i j}$ is a lowest 1 of the reduced matrix $R$, then the number of non-zero columns for $R_{i+1}^{j}, R_{i+1}^{j-1}$, and $R_{i}^{j-1}$ are all exactly 1 less than that of $R_{i}^{j}$. Therefore, $r_{R}(i, j)=1$

Case 2): If $R_{i j}$ is not a lowest 1 of the reduced matrix $R$, then we can consider 2 subcases:

2a): None of the 1 to $(j-1)^{t h}$ columns has a lowest 1 at row $i$. Under this case, $R_{i}^{j}$ has the same number of non-zero columns with $R_{i+1}^{j}$. Similarly, $R_{i+1}^{j-1}$ has the same number of non-zero columns with $R_{i}^{j-1}$. This gives us $r_{R}(i, j)=0$.
$\mathbf{2 b}$ ): One of the 1 to $(j-1)^{t h}$ columns has the lowest 1 at row $i$. It follows that $R_{i}^{j}$ has one more non-zero column than $R_{i+1}^{j}$ and $R_{i}^{j-1}$ has one more non-zero column than $R_{i+1}^{j-1}$. This also gives us $r_{R}(i, j)=0$.

Therefore, as long as $R_{i j}$ is not the lowest 1 , we have $r_{R}(i, j)=0$.
All in all, we could use $r_{R}(i, j)$ as an indicator of whether $R_{i j}$ is a lowest 1. To be more precise, $r_{R}(i, j)=R_{i j}$. However, we know that $r_{R}(i, j)=r_{\partial}(i, j)$. Therefore, whether $R_{i j}$ is a lowest one depends solely on $r_{\partial}(i, j)$ and doesn't depend on the reduction process.

Corollary 3.16. (Pairing Lemma) We have $i=\operatorname{low}(j)$ if and only if $r_{\partial}(i, j)=1$
From the above, we know that the lowest 1's don't depend on the reduction process. We then ask what these lowest 1's represent. The answer to this question will lead us to Theorem 3.17 which gives an efficient way to calculate the persistence.

We begin by considering the matrix $R_{k-1}$ representing the matrix we have before the $k^{t h}$ iteration of the outer loop of Algorithm 1. This is a matrix whose columns that represent simplices before $\sigma_{k}$ are in the reduced form. As we enter the $k^{t h}$ iteration, it attempts to zero out the $k^{t h}$ column and there can be two outcomes: the $k^{t h}$ column can be zeroed out or not. We will see that whether the $k^{t h}$ column
can be zeroed out in the $k^{t h}$ iteration or not is directly linked to $\sigma_{k}$ being a positive or negative simplex.

Case 1) The $k^{t h}$ column can be zeroed out.
Claim: case 1 implies that $\sigma_{k}$ is positive. To see this, we first notice that by the construction of Algorithm 1, any $j_{0}^{t h}$ column $\left(1 \leq j_{0} \leq k-1\right)$ being added to the $k^{\text {th }}$ column requires they share the same row index for their lowest 1. I claim that this is only possible if $\sigma_{j_{0}}$ is of the same dimension as $\sigma_{k}$.

To see the above, let this dimension of $\sigma_{k}$ be $p$. Any possible 1 in the $k^{t h}$ column of row index $i$ must correspond to a $\sigma_{i}$ with dimension $p-1$. And if $j_{0}^{t h}$ column has a one at $i^{\text {th }}$ row, $\sigma_{j_{0}}$ must also have a 1-less-dimension face with dimension $p-1$, thus we have $\operatorname{dim}\left(\sigma_{j_{0}}\right)=p$. After we add the $j_{0}^{t h}$ column to the $k^{t h}$ column, if there still exists any 1's in the $k^{t h}$ column, it must either come from a 1 in the $j_{0}^{\text {th }}$ column or is originally from the $k^{t h}$ column. It follows that it must still correspond to a ( $\mathrm{p}-1$ )-dimensional simplex. Therefore, any other columns added to the $k^{t h}$ column follow the same argument above and have to correspond to a p-dimensional simplex. Inductively, all additions of columns in the $k^{t h}$ iteration must be with columns representing p-dimensional simplices.

Furthermore, if the $k^{t h}$ column corresponds to a p-dimensional simplex $\sigma_{k}$, the resultant $k^{t h}$ column after the addition represents a boundary of a p-chain that contains $\sigma_{k}$. By 'representing', we mean that for the $k^{t h}$ column after the iteration with 1's on row $\left\{i_{1}, i_{2}, \ldots i_{m}\right\}$, we have $\sum_{j=1}^{m} \sigma_{i_{j}}$ as a boundary. This can be shown inductively. For the base case when $k=1$, this is immediate. Now, assume that all 1 to $k-1$ columns represent boundaries after the addition of their iterations. Before the $k^{t h}$ iteration, the $k^{t h}$ column contains the boundary of $\sigma_{k}$. Let the columns that are going to be added to the $k^{t h}$ column be of column indices $\left\{j_{1}, j_{2}, \ldots, j_{n}\right\}$. As shown above, all $\sigma_{j_{1}}, \sigma_{j_{2}}, \ldots, \sigma_{j_{n}}$ are p-dimensional simplices. According to the induction hypothesis, any column with index $j_{q}, 1 \leq q \leq n$ has row indices of 1's corresponding to a boundary of a p-chain that contains $\sigma_{j_{q}}$. We denote this pchain $P_{j_{q}}$. Therefore, adding them to the $k^{t h}$ column eventually gives rise to the boundary of $\sum_{t=1}^{q} P_{j_{t}}+\sigma_{k}$ which is a p-chain that contains $\sigma_{k}$.

All in all, if the $k^{t h}$ column got zeroed out after the $k^{\text {th }}$ iteration. It means that $\partial\left(\sum_{t=1}^{q} P_{j_{t}}+\sigma_{k}\right)=0$, i.e., $\sum_{t=1}^{q} P_{j_{t}}+\sigma_{k}$ is a cycle. This must be a new cycle as it contains $\sigma_{k}$. Therefore, $\sigma_{k}$ is positive.

Case 2)The $k^{\text {th }}$ column cannot be zeroed out
Claim: case 2 implies that $\sigma_{k}$ is negative. Let $l=\operatorname{Low}(j)$ after the $k^{\text {th }}$ iteration. Also, recall that the $k^{t h}$ column represents a boundary of a p-chain after the $k^{t h}$ iteration, which is a (p-1)-cycle. We denote this cycle by $\gamma$. Then we have the following three observations.

Obs1 $\partial \sigma_{k}$ is homologous to $\gamma$.
This follows immediately from that $\gamma$ is obtained by adding ( $\mathrm{p}-1$ )-cycles that are boundaries (represented by previous columns) to $\partial \sigma_{k}$ (represented by the $k^{t h}$ column) when we add the previous columns to the $k^{t h}$ column during the $k^{t h}$ iteration of the outer loop of Algorithm 1. Therefore, $\gamma-\partial \sigma_{k} \in B_{p-1}$

Obs2 Let the simplicial complex which is the collection of $\left\{\sigma_{1}, \sigma_{2}, \ldots, \sigma_{k-1}\right\}$ be denoted $K_{k-1}$, we have $\partial \sigma_{k}$ is not a boundary in $K_{k-1}$, but becomes a boundary in $K_{k}$.

To see why $\partial \sigma_{k}$ is not a boundary in $K_{k-1}$, we first notice that the $k^{t h}$ column can't be zeroed out. This implies that $\partial \sigma_{k}$ can't be expressed as linear
combinations of the basis of $R_{k-1}$, thus not by any linear combination of boundaries of $\left\{\sigma_{1}, \sigma_{2}, \ldots, \sigma_{k-1}\right\}$. It follows that $\partial \sigma_{k}$ can't be a boundary in $K_{k-1}=$ $\left\{\sigma_{1}, \sigma_{2}, \ldots, \sigma_{k-1}\right\}$.

Obs3 The cycle $\gamma$ is created when adding $\sigma_{l}$. Consequently, the homology class $[\gamma]$ was created when adding $\sigma_{l}$. And when $\sigma_{l}$ was added, it had no coface. In other words, $\gamma$ was not a boundary in $K_{l}$.

Finally, according to (1) and (2), we know that $\gamma$ was not a boundary in $K_{k-1}$ because $\partial \sigma_{k}$ which is homologous to $\gamma$ was not a boundary in $K_{k-1}$. Therefore, we have that $\gamma$ dies at the time when $\sigma_{k}$ is added. In other words, $\sigma_{k}$ kills a homology class that is created by $\sigma_{l}$ where $l=\operatorname{low}(k)$. This gives us the following theorem.

Theorem 3.17. For a reduction matrix $R$ of a boundary matrix, let a non-zero column with index $k$ that corresponds to $\sigma_{k}$ of dimension $p$ and has 1 at row $\left\{i_{1}, i_{2}, \ldots, i_{m}\right\}$ in increasing order. We have that $\left[\sigma_{i_{1}}+\sigma_{i_{2}}+\ldots+\sigma_{i_{m}}\right]$ represents $a$ homology class created at low( $k$ ) and killed at $k$.

Therefore, with the above theorem, we can efficiently pair the positive simplex that gave birth to a homology class and a negative simplex that killed the class. This enables us to calculate the persistence of all classes throughout the filtration effectively. This concludes the current section and we will move on to how this notion of persistent homology along with an efficient way of calculating the persistence using pairing and matrix applies to a loss function for autoencoders.

## 4. Connectivity Loss with Persistent Homology

In this section, we will introduce a structural-loss function using persistent homology for autoencoders that can be implemented in one-class learning tasks. To begin with, we first give a brief introduction to what autoencoders are.
4.1. Autoencoder. Autoencoders are a type of artificial neural network that carries out the task of encoding data under unsupervised learning circumstances. General autoencoders consist of three parts:
(1) Encoder: Layers that compress data into a lower-dimensional representation
(2) Bottleneck: contains the compressed lower-dimensional representation
(3) Decoder: decodes the compressed representation of the data back to its original form
Given a data space X , we let $\left\{x_{i}\right\}, x_{i} \in X$ be a set of training data. We can denote $f: X \rightarrow Z \subset \mathbb{R}^{n}$ as the (non-)linear function that corresponds to the encoder. Similarly, we denote $g: Z \subset \mathbb{R}^{n} \rightarrow X$ as the (non-)linear function that corresponds to the decoder. The encoder and the decoder are decided by parameters $\theta$ and $\phi$ during the process of learning. The learning has a goal to find these two parameters that minimize the following expression

$$
\sum_{i} L\left(x_{i}, g_{\phi}\left(f_{\theta}\left(x_{i}\right)\right) a\right.
$$

with $L: X \times X \rightarrow \mathbb{R}$ being a reconstruction loss function that measures the deviation of the reconstruction of the input data $g_{\phi}\left(f_{\theta}\left(x_{i}\right)\right)$ from the original input data set $x_{i}$. We want to minimize this deviation so that the autoencoder can effectively represent a set of data in lower dimensions. This can be made sure when we can construct the original data as much as possible from the representation.

When $Z \subset \mathbb{R}^{n}$ has a much smaller dimension than the dimension of X , we refer to $z=f_{\theta}(x)$ as the latent representation of $x$, and $Z$ is termed the latent space.

We will now introduce a structural-loss function that controls the topological feature of the latent space. It assists the task of one-class learning by autoencoder together with the reconstructional loss function. One-class learning refers to learning to determine whether a data point belongs to a class of data using only training data points that belong to this class.

### 4.2. Connectivity Loss Function.

4.2.1. Persistent homology for latent representations. Given $r \geq 0$, we can consider the union of the closed balls with radius $r$ around every $z_{i}=f_{\theta}\left(x_{i}\right)$ with respect to some metric on $\mathbb{R}^{n}$ :

$$
S_{r}=\bigcup_{i} \bar{B}\left(z_{i}, r\right)
$$

In particular, we are curious about the number of connected components of $S_{r}$ as a topological feature of the latent representations. According to Proposition 2.26, homology groups capture the number of connected components. Therefore, we need a way to treat the $z_{i}$ as vertices and construct complexes as $r$ varies to capture the information on 0-dimensional homology groups at different $r$. This is closely linked to the persistent homology groups in Definitions 3.4 and the persistence tuple in Definition 3.7. We will first construct a filtration linked to the change of $r$.

Definition 4.1. Consider $S \subset \mathbb{R}^{n}$ in a metric space $\left(\mathbb{R}^{n}, \delta\right)$ with a finite number of elements. We denote the number of elements in S with $|S|$. Let $\mathcal{V}(S)=$ $\{u \in P(\{1, \ldots,|S|\}):|u|=1$ or 2$\}$ where $P(\{1, \ldots,|S|\})$ refers to the power set of $\{1, \ldots,|S|\}$. Define

$$
f_{S}: \mathcal{V}(S) \rightarrow \mathbb{R}, f_{S}(u)=\left\{\begin{array}{rc}
\frac{\delta\left(z_{i}, z_{j}\right)}{2}, & u=\{i, j\} \\
0, & u=\{i\}
\end{array}\right.
$$

Then, we define the Vietoris-Rips index set with respect to $r \geq 0$ as the following:

$$
\mathcal{V}_{r}^{i d x}(S)=f_{S}^{-1}((-\infty, r])
$$

and we define the Vietoris-Rips complex with respect to $r \geq 0$ restricted to 1 -skeleton as the following:

$$
\mathcal{V}_{r}(S)=\bigcup_{u \in \mathcal{V}_{r}^{i d x}(S)} \operatorname{conv}\left(\left\{z_{i}: i \in u\right\}\right)
$$

Remark 4.2. Firstly, notice that $\mathcal{V}_{r}(S)$ contains all single vertices because they map to 0 through $f_{S}$. Moreover, it includes all pairs of vertices $\left\{z_{i}, z_{j}\right\}$ with half of their distance smaller or equal to $r$ (equivalently, $\bar{B}\left(z_{i}, r\right) \cap \bar{B}\left(z_{j}, r\right) \neq \emptyset$ ), and the edges connecting $z_{i}$ and $z_{j}$.

Now, we arrange all distances between pairs of $z_{i}$ and $z_{j}$ into an increase sequence: $\left(\epsilon_{k}\right)_{k=1}^{M}$. It follows that

$$
\emptyset \subset \mathcal{V}_{0}(S) \subset \mathcal{V}_{\frac{\epsilon_{1}}{2}}(S) \subset \ldots \subset \mathcal{V}_{\frac{\epsilon_{M}}{2}}(S)
$$

can be viewed as a filtration as each element is a complex and this whole sequence is increasing in the sense of inclusion. We let $\epsilon_{0}=0$ and call this filtration the Vietoris-Rips filtration of S. Similarly, we call

$$
\emptyset \subset \mathcal{V}_{0}^{i d x}(S) \subset \mathcal{V}_{\frac{\epsilon_{1}}{2}}^{i d x}(S) \subset \ldots \subset \mathcal{V}_{\frac{\epsilon_{M}}{2}}^{i d x}(S)
$$

the Vietoris-Rips index filtration of S.
Remark 4.3. Vietoris-Rips index filtration is a sequence of collections of indices whereas Vietoris-Rips filtration is the sequence of complexes formed by the latent representations with the indices in the corresponding Vietoris-Rips index filtration

Now, we can construct 0-dimensional persistent homology with this Vietoris-Rips filtration like the one defined in Definitions 3.4:

$$
0=H_{0}\left(\mathcal{V}_{0}(S)\right) \rightarrow H_{0}\left(\mathcal{V}_{\frac{\epsilon_{1}}{2}}(S)\right) \rightarrow \ldots \rightarrow H_{0}\left(\mathcal{V}_{\frac{\epsilon_{M}}{2}}(S)\right)
$$

This persistent homology helps observe how different $\epsilon_{i}$ affect the connectivity of $\mathcal{V}_{\frac{\epsilon_{i}}{2}}$. Notice that we have an edge between $v_{i}$ and $v_{j}$ in $\mathcal{V}_{r}(S)$ if and only if $\bar{B}\left(z_{i}, r\right) \cap \bar{B}\left(z_{j}, r\right) \neq \emptyset$ according to Remark 4.2. Therefore, this persistent homology also indicates how different $r=\frac{\epsilon_{i}}{2}$ affect the connectivity of $S_{r}$

According to the definition of persistence tuple in Definition 3.7, the above 0dimensional persistent homology produces a multi-set of persistence tuples $(i, j)$ with $i<j$ in which each $(i, j)$ corresponds to a 0 -dimensional homology class born at $\mathcal{V}_{\frac{\epsilon_{i}}{2}}(S)$ and dies at $\mathcal{V}_{\frac{\epsilon_{j}}{2}}(S)$. All tuples can be computed efficiently by the method of matrix reduction and pairing introduced in Section 3.2. At the same time, $(i, j)$ indicates a connected component of $S_{r}$ that persists from $S_{\frac{\epsilon_{i}}{2}}$ to $S_{\frac{\epsilon_{j}}{2}}$.
Definition 4.4. We call the multi-set of all persistence tuples the persistence barcode of this 0 -dimensional persistent homology

$$
0=H_{0}\left(\mathcal{V}_{0}(S)\right) \rightarrow H_{0}\left(\mathcal{V}_{\frac{\epsilon_{1}}{2}}(S)\right) \rightarrow \ldots \rightarrow H_{0}\left(\mathcal{V}_{\frac{\epsilon_{M}}{2}}(S)\right)
$$

out of the filtration $\emptyset \subset \mathcal{V}_{0}(S) \subset \mathcal{V}_{\frac{\epsilon_{1}}{2}}(S) \subset \ldots \subset \mathcal{V}_{\frac{\epsilon_{M}}{2}}(S)$ with each $\mathcal{V}_{r}(S)$ as defined in Definition 4.1, and denote it as $\mathcal{B}(S)$.

Remark 4.5. It's a multi-set because several homology groups can die at the same $\mathcal{V}_{\frac{\epsilon_{j}}{2}}$
Proposition 4.6. For any ( $i, j$ ) being a persistence tuple of a homology class $\gamma$ in the 0-dimensional persistent homology

$$
0=H_{0}\left(\mathcal{V}_{0}(S)\right) \rightarrow H_{0}\left(\mathcal{V}_{\frac{\epsilon_{1}^{2}}{2}}(S)\right) \rightarrow \ldots \rightarrow H_{0}\left(\mathcal{V}_{\frac{\epsilon_{M}}{2}}(S)\right)
$$

, we have $i=0$.
Proof. Note that any vertex is contained in $S_{0}$, this means that all possible connected components appear at $\mathcal{V}_{0}(S)$. Recall that according to the discussion in Section 3.2, all 0-dimensional homology classes must be created by a positive 0 simplex which is a vertex. Therefore, all 0-dimensional homology classes are also created at $\mathcal{V}_{0}(S)$, including $\gamma$. It follows that $i=0$.

Also, for $j$ in any $(i, j)$, we know that either $1 \leq j \leq M$ or $j=\infty$.
Proposition 4.7. Fix $1 \leq j \leq M$, there exists $(0, j)$ as a persistence tuple if and only if there exists a pair of vertices $v_{1}$ and $v_{2}$ with $\delta\left(v_{1}, v_{2}\right)=\epsilon_{j}$ that were not in the same connected component in $\mathcal{V}_{\frac{\epsilon_{j-1}}{2}}(S)$.

Proof. To prove the forward direction, we assume $(0, j)$ is a persistence tuple. It follows that there exists a 0 -dimensional homology class which dies at $\mathcal{V}_{\frac{\epsilon_{j}}{2}}(S)$. According to the discussion in Section 3.2, this can only happen if there exists a negative simplex added when entering $\mathcal{V}_{\frac{\epsilon_{j}}{2}}(S)$. By the construction of VietorisRips filtration, all the simplices that are added when entering $\mathcal{V}_{\frac{\mathcal{L}_{j}}{2}}(S)$ are edges between pairs of vertices whose distances in between are $\epsilon_{j}$. Let the edge between $v_{1}$ and $v_{2}$ be a negative simplex. According to Proposition 3.10, this implies that $v_{1}+v_{2} \notin B_{0}\left(\mathcal{V}_{\frac{\epsilon_{j-1}}{2}}(S)\right)$, i.e. it's not a boundary before entering $\mathcal{V}_{\frac{\epsilon_{j}}{2}}(S)$. Within the proof of Proposition 2.26, we've established that $v_{1}+v_{2} \in B_{0}\left(\mathcal{V}_{\frac{\epsilon_{j-1}}{2}}(S)\right) \Longleftrightarrow$ (there exists a path joining $v_{1}$ and $v_{2}$ in $\mathcal{V}_{\frac{\epsilon_{j-1}}{2}}(S)$ ). Therefore, we have that $v_{1}$ and $v_{2}$ are not path-connected in $\mathcal{V}_{\frac{\epsilon_{j-1}}{2}}(S)$, thus not connected in $\mathcal{V}_{\frac{\epsilon_{j-1}}{2}}(S)$.

Now we prove the other direction. Assume that there exists a pair of vertices $v_{1}$ and $v_{2}$ with $\delta\left(v_{1}, v_{2}\right)=\epsilon_{j}$ that were not in the same connected component in $\mathcal{V}_{\frac{\epsilon_{j-1}}{2}}(S)$. This implies moving into $\mathcal{V}_{\frac{\epsilon_{j}}{2}}(S)$ adds an edge between $v_{1}$ and $v_{2}$. Since $v_{1}$ and $v_{2}$ were not path-connected in $\mathcal{V}_{\frac{\epsilon_{j-1}}{2}}(S)$, we use again the reasoning in the proof of Proposition 2.26 and observe that $v_{1}+v_{2} \notin B_{0}\left(\mathcal{V}_{\frac{\epsilon_{j-1}}{2}}(S)\right)$. It follows that [ $v_{1}+v_{2}$ ] wasn't trivial in $H_{0}\left(\mathcal{V}_{\frac{\epsilon_{j-1}}{2}}(S)\right)$. But it turns trivial in $H_{0}\left(\mathcal{V}_{\frac{\epsilon_{j}}{2}}(S)\right)$ as it's the boundary of the edge. This means that it dies at $j$, i.e. there exists a persistence tuple $(0, j)$

Definition 4.8. Let $S \subset \mathbb{R}^{n}$ be a finite set and $\left(\epsilon_{k}\right)_{k=1}^{M}$ be the increasing sequence of distances of all pairs of points in $S$. Let $\mathcal{B}(S)$ be the persistence barcode of the Vietoris-Rips filtration of $S$. We now define

$$
D(S)=\{d:(0, d) \in \mathcal{B}(S), d \neq \infty\}
$$

as a multi-set of death times.
4.2.2. Construction of Connectivity Loss. With the above construction of VietorisRips filtration and set of death times, we can now introduce the connectivity loss function which helps us learn the desired connectivity structure for a batch $S$ of latent representations.
Definition 4.9. Let $D(S)$ be the set of death times for $S$. Given $\eta>0$, we define

$$
\mathscr{L}_{\eta}(S)=\sum_{d \in D(S)}\left|\eta-\epsilon_{d}\right|
$$

as the connectivity loss
Remark 4.10. This connectivity loss punishes a deviation from a configuration in which all death times $\epsilon_{d}=D(S)$ are equal to $\eta$, i.e. the complex $\mathcal{V}_{\eta}(S)$ is connected. This ensures that we move towards a structure in which each representation of $S$ will have at least one neighbor within a radius of $\eta$. We will discuss the utility of this structure for the one-class learning task of the autoencoder in Section 4.2.3.

For the connectivity loss function defined in Definition 4.9 to be put into the training process, we have to make sure it's possible to compute the partial derivative of this function with respect to its inputs which are the data points in $S$. This is essential for carrying out back-propagation which uses gradient descent. In the following analysis, we fix the metric of the metric space in which the latent spaces lie to be p-norm: $Z \subset\left(\mathbb{R}^{n}, \delta\right)=\left(\mathbb{R}^{n},\|\cdot\|\right)$.

Definition 4.11. Let $S \subset \mathcal{R}^{n}$ and all latent representations $z_{i} \in S$. We define death indicator function $\mathbf{1}_{i, j}: S \times \ldots \times S \rightarrow \mathbb{R}$

$$
\mathbf{1}_{i, j}\left(z_{1}, z_{2}, \ldots, z_{|S|}\right)=\left\{\begin{array}{lr}
1, & \exists d \in D(S): \epsilon_{d}=\left\|z_{i}-z_{j}\right\| \\
0, & \text { otherwise }
\end{array}\right.
$$

in which $\left(\epsilon_{k}\right)_{k=1}^{M}$ is an increasing sequence of all pairwise distances between vertices in $S$.

Theorem 4.12. Let $S \subset \mathcal{R}^{n}$ and we assume that all the distances between pairs of vertices are distinct. Let $(L)_{\eta}(S)$ be the connectivity loss function as defined in Definition 4.9. We have the following:

$$
\mathscr{L}_{\eta}(S)=\sum_{\{i, j\} \subset\{1, \ldots,|S|\}} \mid \eta-\left\|z_{i}-z_{j}\right\| \| \cdot \mathbf{1}_{i, j}\left(z_{1}, \ldots, z_{|S|}\right)
$$

where $\mathbf{1}_{i, j}$ is the death indicator function as defined in Definition 4.11
The above theorem can be easily verified by proving inequalities from both directions. Now we can move to show the differentiability of the loss function by introducing the lemma below.

Lemma 4.13. Let $S \subset \mathbb{R}^{n}$. Assume that all pairwise distances of vertices are distinct. For any $1 \leq q \leq|S|$ and $1 \leq v \leq n$, let

$$
S^{\prime}=\left\{z_{1}^{\prime}, \ldots, z_{n}^{\prime}\right\}, z_{i}^{\prime}=\left\{\begin{array}{rr}
z_{i}, & 1 \leq i \leq n, i \neq q \\
z_{q}+h \cdot e_{v}, & i=q
\end{array}\right.
$$

where $e_{v}$ is the $v$-th unit vector and $h \in \mathbb{R}$. It follows that there exists $\xi>0$ such that $|h|<\xi \Rightarrow \mathbf{1}_{i, j}(S)=\mathbf{1}_{i, j}\left(S^{\prime}\right)$

Proof. To show that $\mathbf{1}_{i, j}(S)=\mathbf{1}_{i, j}\left(S^{\prime}\right)$, we notice that the death indicator function is determined by the Vietoris-Rips index filtration of $S$. Therefore, it suffices to prove $S$ and $S^{\prime}$ have the same Vietoris-Rips index filtration.

Let $\left(\epsilon_{k}\right)_{k=1}^{M}$ be the increasing sequence of pairwise distances between vertices of $S$, and $\left(\epsilon_{k}^{\prime}\right)_{k=1}^{M}$ be the same for $S^{\prime}$. We will first show that $\left(\epsilon_{k}^{\prime}\right)_{k=1}^{M}$ is strictly increasing when $|h|$ is smaller than a fixed value.

Notice that for the case $\left\|z_{i}^{\prime}-z_{j}^{\prime}\right\| \leq\left\|z_{i}-z_{j}\right\|$, we can only have $\left\|z_{i}^{\prime}-z_{j}^{\prime}\right\|<\left\|z_{i}-z_{j}\right\|$ when $z_{j}^{\prime}=z_{j}+h \cdot e_{v}$ and $z_{i}^{\prime}=z_{i}$. This gives us $\left\|z_{i}-z_{j}\right\|=\left\|z_{i}^{\prime}-z_{j}^{\prime}+h \cdot e_{v}\right\| \leq$ $\left\|z_{i}^{\prime}-z_{j}^{\prime}\right\|+|h|$. It follows that when $\left\|z_{i}^{\prime}-z_{j}^{\prime}\right\| \leq\left\|z_{i}-z_{j}\right\|$, we have

$$
\left|\left\|z_{i}^{\prime}-z_{j}^{\prime}\right\|-\left\|z_{i}-z_{j}\right\|\right|=\left\|z_{i}-z_{j}\right\|-\left\|z_{i}^{\prime}-z_{j}^{\prime}\right\| \leq\left\|z_{i}^{\prime}-z_{j}^{\prime}\right\|+|h|-\left\|z_{i}^{\prime}-z_{j}^{\prime}\right\|=|h|
$$

Similarly, under the case $\left\|z_{i}^{\prime}-z_{j}^{\prime}\right\| \geq\left\|z_{i}-z_{j}\right\|$, we have $\left\|z_{i}^{\prime}-z_{j}^{\prime}\right\| \leq\left\|z_{i}-z_{j}\right\|+|h|$, which gives us

$$
\left|\left\|z_{i}^{\prime}-z_{j}^{\prime}\right\|-\left\|z_{i}-z_{j}\right\|\right|=\left\|z_{i}^{\prime}-z_{j}^{\prime}\right\|-\left\|z_{i}-z_{j}\right\| \leq\left\|z_{i}-z_{j}\right\|+|h|-\left\|z_{i}-z_{j}\right\|=|h|
$$

Combining the two results above, we have that $\left|\left\|z_{i}^{\prime}-z_{j}^{\prime}\right\|-\left\|z_{i}-z_{j}\right\|\right| \leq|h|$ for any $i, j$.

Let $\mu=\min _{1 \leq k<M} \epsilon_{k+1}-\epsilon_{k}$. As we've assumed that all pairwise distances are distinct, we can denote $\epsilon_{k}=\left\|z_{i_{k}}-z_{j_{k}}\right\|$ where $z_{i_{k}}$ and $z_{j_{k}}$ are two unique vertices.

For any $1 \leq k<M$, we have

$$
\begin{aligned}
\epsilon_{k+1}^{\prime}-\epsilon_{k}^{\prime} & =\left\|z_{i_{k+1}}^{\prime}-z_{j_{k+1}}^{\prime}\right\|-\left\|z_{i_{k}}^{\prime}-z_{j_{k}}^{\prime}\right\| \\
& \geq\left\|z_{i_{k+1}}-z_{j_{k+1}}\right\|-|h|-\left\|z_{i_{k}}-z_{j_{k}}\right\|-|h| \\
& =\epsilon_{k+1}-\epsilon_{k}-2|h| \\
& \geq \mu-2|h|
\end{aligned}
$$

It follows that $\left(\epsilon_{k}^{\prime}\right)_{k=1}^{M}$ is strictly increasing if $|h|<\frac{\mu}{2}$.
Now, we move to show that the Vietoris-Rips index filtration $\emptyset \subset \mathcal{V}_{0}^{i d x}(S) \subset$ $\mathcal{V}_{\frac{\epsilon_{1}}{2}}(S) \subset \ldots \subset \mathcal{V}_{\frac{\epsilon_{M}^{2}}{2}}^{i d x}(S)$ is the same as $\emptyset \subset \mathcal{V}_{0}^{i d x}\left(S^{\prime}\right) \subset \mathcal{V}_{\frac{\epsilon_{1}^{2}}{2}}^{i d x}\left(S^{\prime}\right) \subset \ldots \subset \mathcal{V}_{\frac{\epsilon_{M}^{2}}{2}}^{i d x}\left(S^{\prime}\right)$ when $|h|<\frac{\mu}{2}$. We will show this inductively.

For the base case, we have that $\mathcal{V}_{0}^{i d x}(S)=\mathcal{V}_{0}^{i d x}\left(S^{\prime}\right)=\{\{1\}, \ldots,\{|S|\}\}$.
Assume that $\mathcal{V}_{\frac{\epsilon_{k}}{2}}^{i d x}(S)=\mathcal{V}_{\frac{\epsilon_{k}}{2}}^{i d x}\left(S^{\prime}\right)$. By the definition of $f_{S}$ in Definition 4.1, we have $f_{S}^{-1}\left(\frac{\epsilon_{k+1}}{2}\right)=\left\{\left\{i_{k+1}, j_{k+1}\right\}\right\}$. This is because $\epsilon_{k+1}=\left\|z_{i_{k+1}}-z_{j_{k+1}}\right\|$ and the pairwise distances between any two vertices in $S$ are distinct by the assumption of this lemma. Also, we have $f_{S}^{\prime-1}\left(\frac{\epsilon_{k+1}^{\prime}}{2}\right)=\left\{\left\{i_{k+1}, j_{k+1}\right\}\right\}$ because the pairwise distances between any two vertices in $S^{\prime}$ are distinct when $|h|<\frac{\mu}{2}$ because $\epsilon_{k+1}^{\prime}=\left\|z_{i_{k+1}}^{\prime}-z_{j_{k+1}}^{\prime}\right\|$ and it's proven that $\left(\epsilon_{k}^{\prime}\right)_{k=1}^{M}$ is strictly increasing when this is satisfied. Therefore, we have

$$
\begin{aligned}
\mathcal{V}_{\frac{\epsilon_{k+1}^{\prime}}{2}}\left(S^{\prime}\right) & =\mathcal{V}_{\frac{\epsilon_{k}^{\prime}}{2}}\left(S^{\prime}\right) \cup f_{S}^{\prime-1}\left(\frac{\epsilon_{k+1}^{\prime}}{2}\right) \\
& =\mathcal{V}_{\frac{\epsilon_{k}}{2}}\left(S^{\prime}\right) \cup f_{S}^{\prime-1}\left(\frac{\epsilon_{k+1}^{\prime}}{2}\right) \\
& =\mathcal{V}_{\frac{\epsilon_{k}}{2}}\left(S^{\prime}\right) \cup f_{S}^{-1}\left(\frac{\epsilon_{k+1}}{2}\right) \\
& =\mathcal{V}_{\frac{\epsilon_{k+1}}{2}}(S)
\end{aligned}
$$

Therefore, we've proven that by letting $\xi=\frac{\mu}{2}$, we have that when $|h|<\xi$, the Vietoris-Rips index filtration of S and S' are the same, thus $\mathbf{1}_{i, j}(S)=\mathbf{1}_{i, j}\left(S^{\prime}\right)$ for any $i, j$.

Theorem 4.14. Let $S \subset \mathbb{R}^{n}$ and pairwise distances are distinct. For any $1 \leq q \leq$ $|S|$ and $1 \leq v \leq n$, we have that the partial derivative of $\mathscr{L}_{\eta}(S)$ with respect to $v$-th coordinate of $z_{q}$ exists:

$$
\frac{\partial \mathscr{L}_{\eta}(S)}{\partial\left(z_{q}\right)_{v}}=\sum_{\{i, j\} \subset\{1, \ldots,|S|\}} \frac{\partial\left|\eta-\left\|z_{i}-z_{j}\right\|\right|}{\partial\left(z_{q}\right)_{v}} \cdot \mathbf{1}_{i, j}\left(z_{1}, \ldots, z_{n}\right)
$$

Proof. According to Lemma 4.13, let $S^{\prime}$ be defined as in Lemma 4.13 for $q$ and $v$, we have that $\mathbf{1}_{i, j}(S)=\mathbf{1}_{i, j}\left(S^{\prime}\right)$ when $|h|<\frac{\mu}{2}$, i.e. $\mathbf{1}_{i, j}$ is locally constant with respect to $\left(z_{q}\right)_{v}$. This implies that $\frac{\partial \mathbf{1}_{i, j}(S)}{\partial\left(z_{q}\right)_{v}}=0$. By Theorem 4.12, we have that $\mathscr{L}_{\eta}(S)=\sum_{\{i, j\} \subset\{1, \ldots,|S|\}}\left|\eta-\left\|z_{i}-z_{j}\right\|\right| \cdot \mathbf{1}_{i, j}(S)$. Now, according to the product
rule:

$$
\begin{aligned}
\frac{\partial \mathscr{L}_{\eta}(S)}{\partial\left(z_{q}\right)_{v}} & =\sum_{\{i, j\} \subset\{1, \ldots,|S|\}} \frac{\partial\left|\eta-\left\|z_{i}-z_{j}\right\|\right|}{\partial\left(z_{q}\right)_{v}} \cdot \mathbf{1}_{i, j}(S)+\mid \eta-\left\|z_{i}-z_{j}\right\| \| \cdot \frac{\partial \mathbf{1}_{i, j}(S)}{\partial\left(z_{q}\right)_{v}} \\
& =\sum_{\{i, j\} \subset\{1, \ldots,|S|\}} \frac{\partial\left|\eta-\left\|z_{i}-z_{j}\right\|\right|}{\partial\left(z_{q}\right)_{v}} \cdot \mathbf{1}_{i, j}(S)
\end{aligned}
$$

Therefore, we've proven that the connectivity loss function defined in Definition 4.9 can be put into the training process through back-propagation given the existence of every partial derivative proven in Theorem 4.14.
4.2.3. Connectivity loss impact analysis. Finally, we analyze the impact of this connectivity loss on the training result. If we merely train with the connectivity loss with batches of size $a \in \mathbb{R}$, by the connectivity loss in Definition 4.9, we ideally obtain a parameterization $\theta$ of $f_{\theta}$ (the encoder as introduced in Section 4.1) that makes every $a$-sized random sample $S$ to satisfies $\epsilon_{d}=\eta$ for every $d \in D(S)$ (all using the definitions in Section 4.2). However, as mentioned in Section 4.1, we must train the autoencoder with both this connectivity loss and the reconstruction loss to ensure the autoencoder can decode the information back to its original form. Therefore, ideally, we have every $\epsilon_{d}$ to be in $[\alpha, \beta]$ such that $\eta \in[\alpha, \beta]$. To depict this situation, we introduce the following definition:

Definition 4.15. Let $S \in \mathbb{R}^{n}$ be a finite set and $\left(\epsilon_{k}\right)_{k=1}^{M}$ the increasing sequence of distances between vertices in $S$. We define $S$ to be $\boldsymbol{\alpha}-\boldsymbol{\beta}$ - connected if $\min _{d \in D(S)} \epsilon_{d}=\alpha$ and $\max _{d \in D(S)} \epsilon_{d}=\beta$

Now, we need to be aware that as we trained the connectivity loss with only $a$-sized batches, only $S$ with $|S|=a$ can satisfy that $f_{\theta}$ is $\alpha-\beta$-connected. But realistically, the trained network will also be fed with samples with a size more than $a$. Therefore, we need to analyze how the trained encoder impacts the structure of the latent space when fed with samples more than size $a$.

To begin with, we will first analyze how the $\alpha-\beta$ - connected structure impacts the density of the latent space. Briefly, the trained neural network can ensure a certain density in the latent space that is linked to the size of the sample and the batch size $a$.

Lemma 4.16. Let $M \subset \mathbb{R}^{n}$ with $2 \leq a \leq|M|$ where $a$ is the batch size used for training. If $M$ satisfies that for any $S \subset M$ with $|S|=a$, we have $S$ is $\alpha-\beta-$ connected, then it follows that for $d=|M|-a$ and any $z \in M$, we can specify $M_{z} \subset M$ with $\left|M_{z}\right|=d+1$ such that $M_{z} \subset B(z, \beta) \backslash B(z, \alpha)$
Proof. For any $z \in M$, we can construct a set of points $\left\{z_{1}, \ldots, z_{d+1}\right\}$ in $M$ inductively with the following steps.

Firstly, we can find $S^{1} \subset M$ such that $z \in S^{1}$ and $\left|S^{1}\right|=a$. It follows from the assumption that $S^{1}$ is $\alpha-\beta$ - connected, which implies that $z \in S^{1}$ has a neighbor at a distance within $[\alpha, \beta]$ (all other vertices lie in this range of distance from $z$ ). We denote this neighbor to be $z_{1}$ with $z_{1} \in B(z, \beta) \backslash B(z, \alpha)$ and $z_{1} \in S^{1}$. Let $M_{z}^{1}=z_{1}$

Now assume that for $i \leq d=|M|-a$, we can consider $S^{i} \in M$ with $z_{i} \in S^{i}$ and $\left|S^{i}\right|=a$ which gives us $M_{z}^{i}=\left\{z_{1}, \ldots, z_{i}\right\}$. We have $\left|M \backslash M_{z}^{i}\right|=|M|-i \geq|M|-d=a$.

Therefore, we can find $S^{i+1} \subset M \backslash M_{z}^{i}$ such that $z \in S^{i+1}$ and $\left|S^{i+1}\right|=a$. This implies that $S^{i+1}$ is $\alpha-\beta-$ connected, and we can find $z_{i+1} \in B(z, \beta) \backslash B(z, \alpha)$ and $z_{i+1} \in S^{i+1}$ by the same logic as that for $z_{1}$. Note that $z_{i+1}$ is distinct from any $z_{j}$ with $j<i$ because $z \in S^{i+1} \subset M \backslash M_{z}^{i}$, which means that we can construct $M_{z}^{i+1}=\left\{z_{1}, \ldots, z_{i+1}\right\}$.

Therefore, the above proves that we can construct $M_{z}^{i+1}$ with any $i \leq d=$ $|M|-a$. Therefore, it follows that we can construct $M_{z}^{d^{z}+1}=\left\{z_{1}, \ldots, z_{d+1}\right\}$ and $M_{z}^{d+1} \subset B(z, \beta) \backslash B(z, \alpha)$. Therefore, letting $M_{z}=M_{z}^{d+1}$ concludes the proof.

Definition 4.17. Let $S \subset \mathbb{R}^{n}$ and $\epsilon>0$. We define $S$ to be $\boldsymbol{\epsilon}-\boldsymbol{d e n s e}$ if for any $z \in S$, there exists $z^{\prime} \in S$ and $z^{\prime} \neq z$ such that $\left\|z-z^{\prime}\right\| \leq \epsilon$. Let $d \in \mathbb{N}$. We say that $S$ is $\boldsymbol{d} \boldsymbol{-} \boldsymbol{\epsilon} \boldsymbol{-}$ dense if for any $z \in S$, there exists $M \subset S \backslash z$ with $|M|=d$ such that for any $z^{\prime} \in M$, we have $\left\|z-z^{\prime}\right\|<\epsilon$

Corollary 4.18. Let $M \subset \mathbb{R}^{n}$ with $2 \leq a \leq|M|$ where $a$ is the batch size used for training. If $M$ satisfies that for any $S \subset M$ with $|S|=a$, we have $S$ is $\alpha-\beta-$ connected, then it follows that $M$ is $(|M|-a+1)-\beta$-dense

Proof. By Lemma 4.16, for every $z \in M$, we can construct $M_{z} \subset B(z, \beta) \backslash B(z, \alpha)$ with $\left|M_{z}\right|=|M|-a+1$. Therefore for any $z^{\prime} \in M_{z}$, we have $\left\|z-z^{\prime}\right\| \leq \beta$

Remark 4.19. Lemma 4.16 and Corollary 4.18 give us information on a densification phenomenon for samples with sizes larger than $a$. In particular, if the sample is mapped to $M$ through the trained $f_{\theta}$, then there are at least $|M|-a+1$ latent representations within a distance of $\beta$ for any $z \in M$. The density around $z$ increases with $|M|$ if $a$ is fixed and increases as $a$ decreases if $|M|$ is fixed.

Now, we will utilize the densification conclusion drawn from Lemma 4.16 and Corollary 4.18 to study further the effect on the size of the sample to a specific structural feature of the latent space which will be introduced in the definition below. This feature will be crucial in explaining the utility of this connectivity loss function to the autoencoder and the task of one-class learning.

Definitions 4.20. Let $S \subset \mathbb{R}^{n}$ and $\mu>0$. We say that $S$ is $\boldsymbol{\mu}$ - separated if every pair of distinct elements $z, z^{\prime} \in S$ satisfies $\left\|z-z^{\prime}\right\| \geq \mu$.

For some $X \subset \mathbb{R}^{n}$, we define the $\boldsymbol{\mu}$ - metric entropy of X to be

$$
N_{\mu}(X)=\max \{|S|: S \subset X \text { and } S \text { is } \mu-\text { separated }\}
$$

Now, our goal is to show that if the sample has enough elements, the sample is not $\mu$-separated for some $\mu>0$. We will make this statement precise starting with the following corollary.

Corollary 4.21. Let $M \subset \mathbb{R}^{n}$ with $2 \leq a \leq|M|$ where $a$ is the batch size used for training. If $M$ satisfies that for any $S \subset M$ with $|S|=a$, we have $S$ is $\alpha-$ $\beta$ - connected, then for any $\mu>0$, if $|M|-a+1>N_{\mu}(B(x, \beta) \backslash B(x, \alpha))$ for any $x \in \mathbb{R}^{n}$, we have that $M$ is not $\mu$ - separated.

Proof. By Lemma 4.16, for any $z \in M$, we can specify $M_{z} \subset B(z, \beta) \backslash B(z, \alpha)$ with $\left|M_{z}\right|=|M|-a+1$. Then if $|M|-a+1>N_{\mu}(B(z, \beta) \backslash B(z, \alpha))$, we have that $\left|M_{z}\right|$ is bigger than the largest order of a set that in $B(z, \beta) \backslash B(z, \alpha)$ that can be $\mu$-separated. It follows that $M_{z}$ is not $\mu$-separated. Because $M_{z} \subset M$, it follows that $M$ is not $\mu-$ separated.

Remark 4.22. It should be clear that $N_{\mu}(B(x, \beta) \backslash B(x, \alpha))$ is invariant across any $x \in \mathbb{R}^{n}$

Finally, we will try to understand more about $N_{\mu}(B(x, \beta) \backslash B(x, \alpha))$ and how it's linked to the dimension $n$ of the latent space.
Proposition 4.23. Let $\mu<2 \alpha$ and $\alpha<\beta$. Under the metric space $\left(\mathbb{R}^{n},\|\cdot\|\right)$, we have that

$$
N_{\mu}(B(x, \beta) \backslash B(x, \alpha)) \leq\left(\frac{2 \beta}{\mu}+1\right)^{n}-\left(\frac{2 \alpha}{\mu}-1\right)^{n}
$$

Proof. We let $M$ be any $M \subset B(x, \beta) \backslash B(x, \alpha)$ for some $x \in \mathbb{R}^{n}$ and $M$ is $\mu-$ separated. Then fix $z \in M$, for any $y \in B\left(z, \frac{\mu}{2}\right)$ we have $\|y\| \leq\|y-z\|+\|z\|<\frac{\mu}{2}+\beta$ and $\|y\| \geq\|z\|-\|z-y\| \geq \alpha-\frac{\mu}{2}$. It follows that for every $z \in M$, we have $B\left(z, \frac{\mu}{2}\right) \subset B\left(x, \beta+\frac{\mu}{2}\right) \backslash B\left(x, \alpha-\frac{\mu}{2}\right)$. Moreover, as $M$ is $\mu-$ separated, for any $z, z^{\prime} \in M$ and $z \neq z^{\prime},\left\|z-z^{\prime}\right\| \geq \mu \Rightarrow B\left(z, \frac{\mu}{2}\right) \cap B\left(z^{\prime}, \frac{\mu}{2}\right)=\emptyset$. In conclusion, all $B\left(z, \frac{\mu}{2}\right)$ with $z \in M$ are disjointly contained in $B\left(x, \beta+\frac{\mu}{2}\right) \backslash B\left(x, \alpha-\frac{\mu}{2}\right)$.

Now, let $\lambda$ be the Lebesgue measure in $\mathbb{R}^{n}$. We then have

$$
|M| \cdot \lambda\left(B\left(x, \frac{\mu}{2}\right)\right)=\lambda\left(\bigcup_{z \in M} B\left(z, \frac{\mu}{2}\right)\right)
$$

This is because the Lebesgue measure has the property of countable additivity:

$$
\lambda\left(\bigcup_{z \in M} B\left(z, \frac{\mu}{2}\right)\right)=\sum^{|M|} \lambda\left(B\left(z, \frac{\mu}{2}\right)\right)=|M| \cdot \lambda\left(B\left(x, \frac{\mu}{2}\right)\right)
$$

As all $B\left(z, \frac{\mu}{2}\right)$ with $z \in M$ are contained in $B\left(x, \beta+\frac{\mu}{2}\right) \backslash B\left(x, \alpha-\frac{\mu}{2}\right)$ and $\lambda$ is translation invariant, we consequently have $\lambda\left(\bigcup_{z \in M} B\left(z, \frac{\mu}{2}\right)\right) \leq \lambda\left(B\left(x, \beta+\frac{\mu}{2}\right) \backslash B\left(x, \alpha-\frac{\mu}{2}\right)\right)$, which gives us

$$
|M| \cdot \lambda\left(B\left(x, \frac{\mu}{2}\right)\right) \leq \lambda\left(B\left(x, \beta+\frac{\mu}{2}\right) \backslash B\left(x, \alpha-\frac{\mu}{2}\right)\right)
$$

Given that $\lambda(B(x, r))=\frac{2^{n}}{n!} r$, we have the volumes of balls in the above equation with this formula and get

$$
\begin{aligned}
|M| \cdot \frac{\mu^{n}}{n!} & \leq \frac{2^{n}}{n!}\left(\left(\beta+\frac{\mu}{2}\right)^{n}-\left(\alpha-\frac{\mu}{2}\right)^{n}\right) \\
|M| & \leq \frac{2^{n}}{\mu^{n}}\left(\left(\beta+\frac{\mu}{2}\right)^{n}-\left(\alpha-\frac{\mu}{2}\right)^{n}\right) \\
& =\left(\frac{2 \beta}{\mu}+1\right)^{n}-\left(\frac{2 \alpha}{\mu}-1\right)^{n}
\end{aligned}
$$

As $M$ is an arbitrary $\mu$ - separated set in $B(x, \beta) \backslash B(x, \alpha)$, we conclude that $N_{\mu}(B(x, \beta) \backslash B(x, \alpha)) \leq\left(\frac{2 \beta}{\mu}+1\right)^{n}-\left(\frac{2 \alpha}{\mu}-1\right)^{n}$.

Finally, Corollary 4.21 and Proposition 4.23 together provide a way to assess whether a sample $M$ has enough elements to be not $\mu$-separated, which is stated in the following corollary.
Corollary 4.24. Let $M \subset \mathbb{R}^{n}$ with $2 \leq a \leq|M|$ where $a$ is the batch size used for training. If $M$ satisfies that for any $S \subset M$ with $|S|=a$, we have $S$ is $\alpha-\beta-$ connected, then if $|M|-a+1>\left(\frac{2 \beta}{\mu}+1\right)^{n}-\left(\frac{2 \alpha}{\mu}-1\right)^{n}$, it follows that $M$ is not $\mu$ - separated

In particular, if we let $\mu=\eta$ which is the value of $\eta$ specified for the connectivity loss as defined in Definition 4.9, we have that if $|M|-a+1>\left(\frac{2 \beta}{\eta}+1\right)^{n}-\left(\frac{2 \alpha}{\eta}-1\right)^{n}$, then M is not $\eta$ - separated.
4.2.4. Connectivity Loss and One-Class Learning. Finally, as promised, we will now see briefly how is this linked to the task of one-class learning.

The task of one-class learning is stated as the following: let $C \subset X$ be a class of data. We are given m training data points all coming from $C$, i.e. $T=$ $\left\{x_{1}, x_{2}, \ldots, x_{m}\right\} \subset C$. We want to be able to determine whether any given sample $y \in X$ belongs to class $C$.

In a nutshell, we train the autoencoder with the reconstruction loss in combination with the connectivity loss. After that, we will ideally have that $M=$ $z_{1}, z_{2}, \ldots z_{m}=f_{\theta}(T)$ satisfies that for any $S \subset M$ with $|S|=a$ where $a$ is the batch size in training, we have S is $\alpha-\beta$ - connected for some $\alpha<\beta$ as mentioned in Section 4.2.3.

Now we calculate the latent representation of $y$ and denote it $z_{y}$. If $y$ belongs to $C$, given that the autoencoder captures the feature of class $C$ by its reconstruction function into the connectivity structure on the latent space with the assistance of the connectivity loss. Ideally, the addition of $z_{y}$ into $M$ should preserve the connectivity structure and any $S \subset M \cup\left\{z_{y}\right\}$ with $|S|=a$ still imply that $S$ is $\alpha-\beta-$ connected .

Therefore, as long as $|T|$ is large enough, for any $M^{\prime} \subset M \cup z_{y}$ that satisfies $\left|M^{\prime}\right|-a+1>\left(\frac{2 \beta}{\eta}+1\right)^{n}-\left(\frac{2 \alpha}{\eta}-1\right)^{n}, M^{\prime}$ is not $\eta$-separated, i.e. there exists $z \in M^{\prime}$ that has a neighbor within the distance of $\eta$ according to Corollary 4.24. With $|T|$ large, there will be lots of $M^{\prime}$ which contains $z_{y}$ that satisfies this condition. This leads to a large value of the following:

$$
s(y)=\left|\left\{z_{i}:\left\|z_{i}-z_{y}\right\| \leq \eta, 1 \leq i \leq m\right\}\right|
$$

Therefore, we can take $s(y)$ as a score for the membership of a given point $y \in X$ to be in class $C$. This score function requires no optimization but only the connectivity structure of the latent space. At this stage, we can see how such a structural loss function can help with the task of one-class learning for an autoencoder. It enables us to use the structure of the latent space itself to efficiently evaluate the membership of a given point in a class.
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