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Abstract. The chip-firing game is a dynamic process on a graph in which vertices weighed by their “chip values” (which together compose a chip configuration on the graph) fire chips to neighboring vertices under a set of rules determining when a vertex is “ready to fire” or, conversely, when a configuration is “stable” in the sense that no vertex is ready to fire. This paper introduces fundamental definitions and properties of this combinatorial subject. Using the graph Laplacian, we define two types of firings (firing at an individual vertex and cluster-firing of multiple vertices) and two types of games (with or without a sink, through which chips are consumed without returning to the system). From there, we will study basic properties of the game, including the fact that order does not matter in sequences of firings at individual vertices (confluence), criteria for when a configuration will eventually cease to fire, and the structures and duality of critical and superstable configurations.

We are concerned with two basic motivating questions throughout this paper: 1) Given the rules of firing and whether a sink exists, since the behavior of a chip-firing process is entirely determined by its initial chip configuration, can we effectively categorize these configurations from a combinatorial perspective to study their properties? 2) If the chip-firing game starting from some initial chip configuration can either eventually stabilize or go on infinitely, to what extent do we need to modify the chip values on different types of configurations so that they will behave otherwise? What do we make of configurations that remain stable even after a substantial change to its chip values?
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1. Introduction

As a subject of combinatorics and graph theory, the chip-firing game has attracted increasing attention from mathematicians since its formalization in the 1980s. One of the earliest appearances of this subject is in Spencer’s 1986 paper on the “balancing game.” To get a sense of how the game works, let us start with a connected graph $G$. For the purpose of this paper, assume $G$ is finite, simple, and undirected; the study of infinite or directed chip-firing processes may be a subsequent pursuit of the reader. In the chip-firing process, each vertex is assigned a non-negative integer chip value. We define this notion formally as the chip configuration of the graph.

**Definition 1.1.** Let $G = (V, E)$ be a graph of vertex set $V$ and edge set $E$ with $|V| = n$. A chip configuration for $G$ is a nonnegative integer-valued vector $c = (c_1, c_2, \ldots, c_n) \in \mathbb{Z}^n_{\geq 0}$, where $c_i$ is the chip value assigned to vertex $i$.

To actually make sense of $G$ as a chip-firing system, we define the following notions.

**Definition 1.2.** A vertex $v$ is ready to fire if $c_v \geq \text{deg}(v)$, i.e., the chip value assigned for $v$ is greater than or equal to its number of neighbors.

During the chip-firing process, a vertex fires by sending exactly one chip to each of its neighbors. A new chip configuration $c'$ is reached after the firing, in which the chip value of the firing vertex decreases by its degree and that of each of its neighbors increases by 1. A firing is legal if all entries of $c'$ remain nonnegative. Equivalently, we say a vertex is “ready to fire” if its firing is legal.

The chip-firing process can continue indefinitely or terminate at a stable configuration, in which no vertex is ready to fire. Figure 1 illustrates an example of a chip-firing process that terminates (i.e., reaches a stable configuration) within finite firings. Figure 2 is an example of an infinite chip-firing process that runs in cycles.

![Figure 1](image1.png)

**Figure 1.** An example of a finite chip-firing process. The vertex that is about to fire at each step is distinguished.

The chip-firing game may be considered a model of various real-world phenomena—the circulation of currency in an economy, the firing of neurons in the brain, etc. More abstractly, the chip-firing game is a dynamic system. The subject has been historically introduced via two distinct motivations, the abelian sandpile model and the combinatorial dollar game. From the perspective of the abelian sandpile model, without further discussing the details of this concept, we are interested in how
the chip-firing process as a dynamic system demonstrates self-organized criticality. In particular, this paper explores the question of roughly to what extent a stable configuration (i.e., a chip-valued graph in which no vertex fires) will avalanche into additional firings or remain approximately “stable” upon the addition of some chips. The answer to this question is closely connected to the study of critical and superstable configurations. The combinatorial motivation, on the other hand, concerns the abstraction of the chip-firing process via methods such as matroid theory, a generalization of the linear algebraic notions of vector spaces and linear independence in a combinatorial environment. This paper will not cover matroid theory, but the reader should certainly see it as a next step in their studies.

This paper aims to introduce to the reader the basic notions and properties of the chip-firing game as a combinatorial subject and a dynamic system, eventually leading to a brief exploration of the important questions posed above. We roughly follow *The Mathematics of Chip-Firing* by Klivans but consider various orders and ways to introduce our concepts and theorems and incorporate different approaches to proofs. Chapter 2 discusses the theorem of commutativity of the chip-firing process. Chapter 3 introduces a simple criterion for finite vs. infinite graphs. Chapter 4 focuses on chip-firing processes involving a sink, from which arises the important notions of criticality and superstability. We will prove a duality property between these critical and superstable configurations in Chapter 5. Chapter 6 concludes the paper and points to directions for further studies in the subject.

2. Confluence

To begin with, we introduce the *graph Laplacian*, a way of representing information of a graph fundamental to the study of the chip-firing game. The definition follows naturally from the definition of vertex firing. Recall that when a vertex $i$ fires, its chip value decreases by $\deg(i)$ and the chip value of each of its neighbors increases by 1. We record this information through the vector $w_i$. For a vertex $i$ and any vertex $j$,

\[
(w_i)_j = \begin{cases} 
\deg(i) & \text{if } i = j \\
-1 & \text{if } (i, j) \in E \\
0 & \text{otherwise.}
\end{cases}
\]

In other words, this vector represents the inverse of the changes in chip value during a firing: each neighboring vertex to $i$ records a decrease by 1. This leads to the definition of the graph Laplacian, which stacks all of the $w_i$’s in an $n \times n$ matrix.
Definition 2.1. Let $G = (V, E)$, $|V| = n$. The graph Laplacian $L$ is the $n \times n$ matrix

$$L_{ij} = \begin{cases} \deg(i) & \text{if } i = j \\ -1 & \text{if } (i, j) \in E \text{ and } i \neq j \\ 0 & \text{otherwise.} \end{cases}$$

For instance, the graph from Figure 1 may be represented with the following Laplacian. According to this drawing, the vertices are ordered from left to right, and then from top to bottom on the same column.

$$\begin{pmatrix} 2 & -1 & -1 & 0 & 0 & 0 & 0 \\ -1 & 2 & -1 & 0 & 0 & 0 & 0 \\ -1 & -1 & 3 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 2 & -1 & -1 & 0 \\ 0 & 0 & -1 & -1 & 4 & -1 & -1 \\ 0 & 0 & 0 & -1 & -1 & 3 & -1 \\ 0 & 0 & 0 & 0 & -1 & -1 & 2 \end{pmatrix}$$

In the context of the matrix, a vertex firing at $i$ corresponds to subtracting the $i$th row of the graph Laplacian from the current chip configuration. In other words, if we reach configuration $c'$ from $c$ by firing at $i$, then

$$c' = c - Le_i,$$

where $e_i$ is the $i$th vector in the standard basis of $\mathbb{R}^n$. Whether the chip configuration is represented as a row or column does not matter since the graph Laplacian is symmetric. It will also be useful here to redefine the notion of stable configuration in terms of the Laplacian. For a graph $G$ with $|V| = n$, a configuration $c$ is stable if

$$c - Le_i < 0 \quad \forall \ 1 \leq i \leq n,$$

where the inequality is componentwise. This redefinition is just another expression of the condition that no vertex is ready to fire. Furthermore, we observe that $L$ is the difference of two familiar matrices: let $D$ be the diagonal matrix whose diagonal entries are the degrees of the corresponding vertex, and let $A$ be the adjacency matrix with 1 at entry $ij$ when $(i, j) \in E$ and 0 everywhere else. Then

$$L = D - A.$$ 

For now, we are considering chip-firing processes in which vertices fire individually in sequence. Another type of firing is called cluster firing, in which a collection of vertices in the graph all fire simultaneously. Like individual firing, a cluster firing is legal if it results in a nonnegative chip configuration on all vertices. There are critical mathematical differences between individual and cluster firings, and the motivation for studying cluster firing will be discussed in greater detail in section 3. Nevertheless, we define cluster firing now as it will soon become useful in proving our first major theorem.

Let $U = \{i_1, \ldots, i_k\} \subseteq V$ be a non-empty collection of vertices in $G$. Let $\lambda_U$ be the characteristic vector of $U$, i.e.,

$$\lambda_U = \sum_{j=1}^{k} e_{i_j}.$$
Definition 2.2. For a graph $G$ with Laplacian $L_G$, let $U \subseteq V$ be non-empty. From an initial configuration $c$, the cluster firing of $U$ results in the final configuration $c'$ via the following transformation:

$$c' = c - L_G\lambda_U$$

For example, on the graph in Figure 1, at the third step, we could have cluster-fired the two leftmost vertices of chip values of 2 to directly get the penultimate configuration. A more interesting fact is that some legal cluster-firings do not require that each vertex being fired in the cluster firing is ready to fire on its own. For example, on the grid graph from Figure 3 below, we see that the vertex colored green in the initial configuration is not ready to fire on its own. However, cluster firing it together with the vertex below results in a nonnegative final configuration—so this move is legal. A simple explanation we give for this perhaps counterintuitive phenomenon is that, if we treat the two vertices as firing individually, we see that they fire to each other, so these two particular firings cancel out. Hence, the node in green is really only effectively firing at two other vertices, which is not a problem when it has a chip value of 2.

![Figure 3. An example of a legal cluster firing. Note that the node colored in green would not have been ready to fire on its own.](image)

An immediate question that may arise with the process of firing at individual vertices is, given that there are multiple vertices ready to fire at a moment, whether the order of firing affects long-term properties of the chip-firing process. In other words, starting from the same initial configuration $c$, will different orders of firing eventually lead to different stable configurations? Will some orders run on forever while others stop at a stable configuration? We will show that the answer is no.

A chip configuration $d$ is reachable from another configuration $c$ if there exists a sequence of legal firings from $c$ to $d$. A fundamental property of the chip-firing process is confluence, which explains why order doesn’t matter. We formally introduce it at the local and global levels.

**Theorem 2.3** (Commutativity of the Chip-firing Process).

1. Local confluence (the diamond property). Let $c$ be an initial chip configuration of a graph $G$. Let $c_1, c_2$ be two configurations reachable from $c$ with one firing. Then there exists a configuration $d$ reachable from both $c_1$ and $c_2$ after one firing.

2. Global confluence (uniqueness of stable configuration). Let $s$ be a stable configuration reachable from an initial configuration $c$ in finite firings. Then $s$ is the uniquely reachable stable configuration starting from $c$. 

Proof. \(1\) Suppose \(c_1\) and \(c\) are two configurations reachable from \(c\) via one firing. Suppose \(c_1\) is obtained from \(c\) by a firing at vertex \(v_1\), and \(c_2\) is obtained from \(c\) by a firing at \(v_2\). W.L.O.G. let us fire from \(v_1\). Note that both before and after this firing, \(v_2\) is ready to fire since a firing can never decrease the chip value except on the firing vertex itself. Similarly, after \(v_1\) fires, \(v_2\) will always remain ready to fire. Hence, we get the common configuration \(d\) from either firing \(v_2\) from \(c_1\) or firing \(v_1\) from \(c_2\). In one step, this is the cluster-firing of \(U = \{v_1, v_2\}\) from \(c\), i.e., \(d = c - L\lambda_{\{v_1, v_2\}}\).

\(2\) For uniqueness of the stable configuration, start from a chip configuration \(c\) and assume that there exist two stabilizations \(c_1\) and \(c_2\). Since there must exist paths of finitely many firings from \(c\) to \(c_1\) and \(c_2\), simply apply the diamond property as many times as we need to get that any order of firing will eventually reach the same stable configuration. So \(c_1\) and \(c_2\) are equal. \(\Box\)

The proof to this theorem leads to two immediate consequences.

\(1\) The sequence of firings from a chip configuration \(c\) to the unique stable configuration it eventually reaches (called the stabilization of \(c\), or \(\text{stab}(c)\)), always has the same length. Again, apply the diamond property repeatedly.

\(2\) In any sequence of such firings leading to a stable configuration, called the stabilizing sequence, every vertex fires the same number of times.

At any configuration, because the order of firing among vertices ready to fire does not matter, and that we can guarantee that every vertex that is ready to fire will always get its turn to fire, we may simplify our construction of the whole chip-firing process (with respect to individual firing, not cluster firing) as a step-wise dynamic process. In a sequence of individual firings (whether or not they lead to a stabilization), starting from the initial configuration, we define a step by firing all vertices ready to fire on a particular configuration. We may treat this as firing these vertices “simultaneously,” but again, note that this is not cluster firing: the notion of steps groups a series of individual firings together and serves as a tool to analyze the behavior of the chip-firing process as it evolves laterally over time. On the contrary, to allow cluster firing would mechanically change the rules of the firing process altogether (we may consider this difference along some sort of a “vertical” direction, which will become our primary focus in the next few chapters).

From the lateral direction, then, we are interested in studying the steps with which a configuration takes to reach (or never reach) a stabilization instead of the long sequence of firings at individual vertices. The concept of efficiency of a chip-firing process (i.e. the number of steps it takes to reach a stabilization) is fundamentally based on this notion, although we will not discuss this topic in detail. For more on efficiency, see Chapter 2.4 of Klivans.

3. Stabilization of a Chip Configuration

A natural question we may ask about any given graph and chip configuration is whether or not it stabilizes (or, equivalently, whether the game is finite/infinite). There are many approaches to this question, and the most basic theorem is a trichotomy based on the number of edges and vertices of the graph and its total chip value across all vertices. This criterion is particularly useful because we do not
need to have the specific configuration. This allows us to draw more generalizable conclusions about the graph.

Before that, we introduce two lemmas that will soon become handy. We start with a graph of \(n\) vertices, \(m\) edges, and total chip value \(N\).

**Lemma 3.1.** If a chip-firing game is infinite (i.e., the initial configuration never stabilizes), then every vertex fires infinitely many times during the process.

*Proof.* In any infinite chip-firing game, there must exist at least one vertex \(v\) that fires infinitely many times. Suppose \(u\) is a neighbor of \(v\). As \(v\) sends chips infinitely to \(u\), since \(u\) cannot accumulate more than \(N\) chips, which is the total amount of chips in the game, \(u\) must be ready to fire after accumulating some finite amount of chips less than or equal to \(N\). Otherwise, if \(u\) never fires, then all chips will eventually reach \(u\), and the process terminates within finite steps. Now, since \(u\) fires after accumulating finitely many chips from \(v\), and \(v\) sends infinitely many chips to \(u\), \(u\) must also fire infinitely many times. Repeat this argument for all vertices in the connected graph. \(\square\)

**Lemma 3.2.** If a chip-firing game is finite, then there is at least one vertex in the graph that never fires in the process.

*Proof.* We equivalently show that the game is infinite if every vertex has fired at least once. In this case, consider the vertex \(v\) that has not fired the most amount of time among all vertices. Then, every other vertex has fired since \(v\) last fired, and each of the neighbors of \(v\) has fired at least one chip to \(v\). Then, \(v\) has at least \(\deg(v)\) chips and is ready to fire. The same argument runs on indefinitely. \(\square\)

We are now ready for the big theorem.

**Theorem 3.3.** Again, let \(G\) be a graph with \(n\) vertices, \(m\) edges, and let any configuration of \(G\) have \(N\) chips in total.

1. If \(N > 2m - n\), then the chip-firing process is infinite.
2. If \(m \leq N \leq 2m - n\), then there is guaranteed an initial configuration that will eventually terminate in a finite game as well as an initial configuration that will never terminate in an infinite game.
3. If \(N < m\), then the process is finite.

*Proof.* We should first understand that on the graph, \(2m - n = \sum_{v \in V} (\deg(v) - 1)\). When \(N > 2m - n\), after putting \(\deg(v) - 1\) chips on each vertex \(v\), there will be at least one vertex \(v_0\) with chip value \(\geq \deg(v_0)\). Then, there will always be at least one vertex ready to fire at all steps, and the game never terminates. Conversely, when \(N \leq 2m - n\), there is always an initial configuration in which each vertex \(v\) has chip value \(\leq \deg(v)\).

Now, in the case of \(m \leq N \leq 2m - n\), we need to construct an initial configuration that never stabilizes. It suffices to show the case of \(N = m\) since we can always add more chips to an unstable configuration and maintain its instability.

Consider an acyclic orientation of \(G\), i.e., an assignment of orientation on the edges of \(G\) that does not contain a cycle. For each vertex \(v\), let \(\deg^+(v)\) denote the outdegree of \(v\). Since there are \(m\) chips in total and \(m = \sum_{v \in V} \deg^+(v)\), we can place \(\deg^+(v)\) chips on each vertex \(v\). We proceed to show that this configuration never stabilizes.
We know that any acyclic orientation must have a root. In this case, let the root $r$ be where the firing first occurs in this orientation, with $r$ having $\deg(r) = \deg^+(r)$ chips. After $r$ fires, in the new configuration, we obtain a new acyclic orientation by reversing the direction of all edges connected to $r$. This decreases the outdegree of $r$ by $\deg^+(r)$ (hence to 0) and increases the outdegree of each neighbor of $r$ by 1. Now for all vertices, the number of chips at the vertex is again equal to its outdegree. Hence we may identify another root and repeat infinitely.

Finally, suppose $N < m$. As the chip-firing process begins, we record the pairing of each edge with the first chip that is fired across it. Since $N < m$, there must exist at least one edge that is not associated with any chip. Then, at least two vertices (incident to this edge) never fire. By Lemma 3.2, the game is finite. □

4. Criticality and Superstability

4.1. Chip-firing Games Involving a Sink. On top of our current construction of the chip-firing game, an important class of chip-firing processes involves distinguishing a particular vertex $q$ as the sink. The sink is special in that it is not required to have a nonnegative chip value at any time. Intuitively, we may consider the sink vertex as a literal sink that continuously absorbs chips from the rest of the graph and flushes them out of the system, contributing to a net decrease in the total chip value in the process. Formally, for a graph $G$, we define a chip configuration involving a sink as an integer-valued vector $(c_1, c_2, ..., c_n, c_q) \in \mathbb{Z}^n$ such that $c_i \geq 0$ for all $i \neq q$. Similarly, the configuration is stable if $c_i$ is strictly less than the degree of vertex $i$ in $G$ for all $i \neq q$.

In fact, there are two types of chip-firing processes involving a sink, and the difference lies in whether or not the sink is permitted to fire. We formally define the two types of processes as follows.

**Definition 4.1.** Let $G$ be a graph of $n + 1$ vertices with a distinguished vertex $q$ as the sink. A chip-firing process involving a sink that does not fire behaves as follows. From an initial configuration $c$, a non-sink vertex that is ready to fire fires at each step. The process terminates when a stable configuration is reached.

**Definition 4.2.** Let $G$ be a graph of $n + 1$ vertices with a distinguished vertex $q$ as the sink. A chip-firing process involving a sink that fires behaves as follows. From an initial configuration $c$, a non-sink vertex that is ready to fire fires at each step. When a stable configuration is reached, the sink fires regardless of its chip value.

We may immediately summarize several important differences between these two types of processes. With a monotonic decrease in chip values in a finite chip-firing game, the game in which the sink does not fire always eventually terminates and leads to a stabilization. We will soon prove that, in games in which the sink fires, any initial configuration will still eventually stabilize. However, we can easily see that this process will never terminate: firings from the sink under a stable configuration will eventually give its non-sink neighbors enough chips to be ready to fire again. We note here the important difference between the termination of a chip-firing process and the stabilization of an initial configuration, as the two are often assumed equivalent by a mathematician new to the subject. The termination of a chip-firing process simply means that all vertices have ceased to fire on the graph. Stabilization, on the other hand, refers to the condition in which no vertex on the graph is ready to fire. On graphs without a sink, the process indeed terminates.
when it reaches a stabilization; by contrast, on graphs with a sink, we have defined
the rules so that the sink is allowed to fire after a stable configuration is reached—
this does not take away the fact that the configuration had been stable before the
sink fired.

We now prove that in any chip-firing game involving a sink, a stabilization is
 guaranteed.

Proposition 4.3. Let \( G \) be a graph with sink \( q \). Any finite initial configuration of
\( G \) will eventually stabilize whether or not \( q \) fires.

Proof. In both types of processes, if the process does not stabilize, then any vertex
other than \( q \) can only fire finitely many times as it has finitely many chips to begin
with and its chip value decreases monotonically as it fires. Suppose that an initial
configuration never stabilizes. Then, there is a vertex \( v \) that fires infinitely many
times without the graph being stabilized. Then, all of its neighbors fire infinitely
many times as well. In a connected graph, this implies that there must exist a
directed path from \( v \) to \( q \) such that every vertex before \( q \) fires infinitely many times.
Then, a neighbor of \( q \) fires infinitely many times, and we have a contradiction. \( \square \)

Usually, the precise chip value at the sink does not matter. There is no restriction
on its range of possible values, and the condition for whether or not the sink fires
is unrelated to its chip value. Therefore, by convention, we normalize a chip-firing
process involving a sink by making the graph’s total chip value always equal to zero.
This means that the value at the sink is always equal to the negative of the total
chip value at all non-sink vertices, i.e., \( c_q = -\sum_{i \neq q} c_i \). Intuitively, as mentioned
earlier, the sink continuously flushes chips out of the rest of the system. However,
this normalization demonstrates that the total amount of chips in the entire system
is conserved when we consider the sink to be a part of the system.

4.2. Criticality. This is an extremely important concept. For now, our definitions
and theorems apply to chip-firing processes involving a sink.

Definition 4.4. A chip configuration \( c \) on a graph \( G \) with sink \( q \) is critical if
it is stable and reachable from some finite component-wise larger configuration \( b \)
in which every non-sink vertex is ready to fire. Equivalently, let \( L \) be the graph
Laplacian of $G$. Then $c$ is critical if $c = \text{stab}(b)$ for some configuration $b$ such that $b_i \geq L_{ii}$ for any $i \in V$ and $i \neq q$.

In other words, the notion of criticality concerns stable configurations that actually appear when we run the chip-firing process from an arbitrarily large initial configuration. The key intuition here is that not all stable configurations are critical. Some stable configurations can never be generated from firings on the graph. For instance, the all-zero configuration $(0, 0, ..., 0)$ is stable but not critical on many graphs of a sufficiently large size. If it is reachable from a configuration with a total chip value greater than zero, then all chips in this configuration must eventually reach the sink. There are many graphs that cannot accomplish this. For example, we may easily check that no nonzero initial configuration on the $K_4$ graph with a sink (as in Figure 4) can reach the zero configuration. We only need to check a number of configurations of small sizes, since had any larger ones been able to reach the zero configuration, they would have needed to reduce to one of these smaller configurations before they can continue.

Since the definition of critical configurations rests on their generation from larger initial configurations, like the property of confluence, a natural follow-up question at this point is whether this critical configuration is uniquely reachable from another configuration. The answer is yes, but unique to each firing class of the graph. This is a good opportunity to introduce equivalence relations in the chip-firing game.

**Definition 4.5.** Let $G$ be a graph with $|V| = n$. Let $L$ be the graph Laplacian of $G$. Two chip configurations $c, c' \in \mathbb{Z}^n$ are firing-equivalent, i.e., $c \sim c'$, if $c - c' = Lw$ for some $w \in \mathbb{Z}^n$. The equivalence class of $c$, i.e., $[c]$, is commonly referred to as the firing class of $c$.

In games that involve a sink, firing equivalence is defined in terms of the reduced graph Laplacian $L_q$, which is derived from the graph Laplacian by removing the row and column corresponding to $q$. Let $c, c' \in \mathbb{Z}^{n-1}$ be normalized configurations of $G$. Then $c \sim c'$ if $c - c' = L_q w$ for some $w \in \mathbb{Z}^{n-1}$.

The three criteria for an equivalence relation follow immediately from this definition.

These above definitions offer us the tools to formally introduce the uniqueness of critical configurations per firing class.

**Theorem 4.6.** For a graph $G$ with a sink $q$, $|V| = n+1$ and reduced graph Laplacian $L_q$, there exists a unique critical configuration per firing class.

We will need two lemmas before we can prove this theorem.

**Lemma 4.7.** Let $G$ be a graph with sink $q$, $|V| = n+1$, and reduced graph Laplacian $L_q$. Then there exists an integer-valued vector $z \in \mathbb{Z}^n$ such that $L_q z \geq 1$.

*Proof.* Consider the vector $r = (L_q)^{-1}1$ with $1$ being the all-ones vector. Since the inverse of a rational matrix is rational, each component of $r$ is rational, so we write $r_i = a_i/b_i$ for all $1 \leq i \leq n$. Let $b = b_1b_2...b_n$. Then let $z = br$. We have $L_q z = L_q b(L_q)^{-1}1 \geq 1$. □

**Lemma 4.8.** Let $c$ and $c'$ be two configurations of $G$ with sink $q$ and $|V| = n+1$ such that $c \sim c'$, i.e., $c - c' = L_q w$ for some $w \in \mathbb{Z}^n$. Then, there exists a configuration $b$ that can legally fire to both $c$ and $c'$. 

Proof. The trick is to break \( w \) into a nonnegative part and a negative part. Define 

\[
I := \{ 1 \leq i \leq n \mid w_i \geq 0 \} \quad \text{and} \quad J := \{ 1 \leq j \leq n \mid w_j < 0 \}.
\]

Then

\[
c - \sum_j Lw_je_j = c' + \sum_i Lw_ie_i.
\]

Define \( b := c - \sum J Lw_je_j \). Then \( b \) legally reaches both \( c \) and \( c' \). \( \square \)

We are ready to prove the big theorem.

Proof. (of Theorem 4.6) For existence, let \([c]\) be a firing class on \( G \). By Lemma 4.7, there exists \( w \in \mathbb{Z}^n \) such that \( L_qw \) is all positive. For any \( t \in \mathbb{N} \), define \( c_t := c + tL_qw \). Since \( t \) is arbitrary, we can find a sufficiently large \( t \) such that \( c_{ti} \geq \deg(i) \) for all \( i \in V \). Then \( \text{stab}(c_t) \in [c] \) (i.e., the stabilization of \( c_t \)) is critical. Note that \( c_t \sim c \), and \( \text{stab}(c_t) \sim c_t \), since we can always write a sequence of firings in terms of subtractions of the product of \( L_q \) and some integer-valued vector.

For uniqueness, suppose \( c \neq c' \) are both critical and firing equivalent. By Lemma 4.8, there exists \( b \) that can legally reach both \( c \) and \( c' \). Hence \( c \) and \( c' \) are both stabilizations of \( b \). But by Theorem 2.3, \( \text{stab}(b) \) is unique, and we have a contradiction. \( \square \)

Here, observe that we used Theorem 2.3 although it was not introduced under the context of the sink. Since Theorem 2.3 only concerns the behavior of the chip-firing process before or until it reaches a stabilization, whether or not the sink fires afterwards does not alter this result (remember that we defined that the sink is only allowed to fire once a stabilization is reached). Hence, we can use the theorem safely here, and the same idea applies to a number of other results we have so far proved.

4.3. Superstability. As the name itself implies, the condition of superstability describes configurations that are “more stable” among the collection of all stable configurations of a given graph. For any finite stable configuration, we can always destabilize it by adding chips to specific vertices (we call the subsequent chain of firings caused by this addition avalanching). Hence, for two stable (or, as we’re often interested in, critical) configurations of the same graph, one is more stable than the other if it requires the addition of more chips to become destabilized.

For a graph \( G \), the least stable among all of its stable configurations is the unique maximal stable configuration \( c_{\max}(G) \). Adding a single chip to any vertex will destabilize it. Hence, the chip value at each vertex is its degree minus 1. \( c_{\max}(G) \) uniquely exists for every graph \( G \).

The most stable configurations of \( G \) are called superstable configurations.

Definition 4.9. A configuration \( c \) is superstable if there are no legal cluster firings of \( c \), i.e., for any nonempty collection of vertices \( U \subseteq V \), \( c - L_G\lambda_U < 0 \).

It is a fact that all superstable configurations are stable, i.e., if there are no legal cluster firings, then there are no legal individual firings. However, as Figure 3 has shown, not all legal cluster firings can correspond to a sequence of legal individual firings. The condition of a legal individual firing is stricter than the condition of a legal cluster firing.
With the definition of superstability, we now already have the tools to study some elementary properties of the structure of the set of superstable configurations of a graph $G$.

**Proposition 4.10.** For a graph $G$, the set of superstable configurations is componentwise downward closed. That is, if $c$ is a superstable configuration, and each component of a configuration $d$ is less than or equal to the corresponding component of $c$, then $d$ is also superstable.

**Proof.** Let $L$ be the graph Laplacian for $G$. Suppose $c$ is superstable, $d$ is componentwise less than $c$ but not superstable. Then there exists some nonempty collection of vertices $U$ such that $d - L\lambda_U \geq 0$. Then $c - L\lambda_U \geq 0$. But $c$ is superstable, so we have a contradiction. □

The inverse is true for critical configurations due to duality, which will be formally stated and proved in the next section.

**Proposition 4.11.** The set of critical configurations is componentwise upward closed to $c_{\text{max}}(G)$. That is, if $c$ is a critical configuration, and configuration $b$ satisfies $c_i \leq b_i \leq c_{\text{max}}_i \forall 1 \leq i \leq |V|$, then $b$ is also a critical configuration.

5. **Duality**

We now directly state the powerful duality theorem that will be used to complete the proof of Proposition 4.11.

**Theorem 5.1.** For a graph $G$, a configuration $c$ is superstable if and only if $c_{\text{max}} - c$ is critical.

We will need to introduce several definitions and lemmas before we can prove this theorem.

5.1. **Energy Minimizers.** The primary purpose of introducing energy minimizers here is to prove the theorem that there exists a unique superstable configuration per firing class, analogous to that of critical configurations. Nevertheless, the concept itself entails important ideas that are worth discussing. We observe that once we launch a chip-firing process, the initial configuration enters a momentum that drives toward a stabilization if it exists. This is analogous to, for example, an object with a high potential energy entering acceleration as it falls onto the earth, eventually finding an equilibrium under a state with a lower potential energy. From this perspective, we may similarly treat the chip-firing process as one in which a configuration in a state of “higher energy” moves towards a configuration of lower energy. Accordingly, each firing corresponds to a decrease in energy of the configuration.

As the name itself suggests, energy minimizers are solutions to the problem of energy minimization: given a configuration $c$, find a configuration of the lowest energy that is firing equivalent to $c$. In our finite, discrete space, the solution as the energy minimizer to this problem necessarily exists—think analogously of the well-ordering principle for $\mathbb{N}$. Formally, energy is defined as follows.

**Definition 5.2.** Let $G$ be a graph with a sink $q$ and Laplacian $L_q$. The energy of a configuration $c$, $E(c)$, is defined as

$$E(c) = \|L_q^{-1}c\|^2,$$
Conversely, we define \( \| \cdot \| \) is the Euclidean norm.

As mentioned above, we will prove that there is a unique superstable configuration per firing class. Using energy minimizers, the goal is to break this statement into two parts: 1) there is a unique energy minimizer per firing class, and 2) the conditions of a configuration being superstable and an energy minimizer are equivalent. We will need two lemmas before we can prove these two theorems.

For notation purposes, for any vector \( w \in \mathbb{Z}^n \), we define \( w^+ \in \mathbb{Z}_{\geq 0}^n \) by

\[
w_i^+ = \begin{cases} z_i & \text{if } z_i \geq 0 \\ 0 & \text{if otherwise.} \end{cases}
\]

Conversely, we define \( w^- \) by zeroing all positive components of \( w \).

**Lemma 5.3.** Let \( G \) be a graph with a sink \( q \) and Laplacian \( L_q \). Suppose that for two nonnegative configurations \( c, c' \), there exists \( w \in \mathbb{Z}^n \) such that \( c' = c - L_q w \). Then the configuration \( d \) obtained via only firings implied by positive entries of \( w \) is also nonnegative. More compactly,

\[
d = c - L_q w^+ \geq 0.
\]

**Proof.** First, note that \( L_q w = L_q w^+ + L_q w^- \). When \( w_i^+ = 0, -(L_q w^+) \), \( d \), \( c \), \( c' \) are nonnegative. More compactly,

\[
d_i = c_i - (L_q w)_i = c_i - 1, \quad c_i \geq 0.
\]

So \( d \geq 0 \). \( \square \)

**Lemma 5.4.** Let \( G \) be a graph with a sink \( q \) and Laplacian \( L_q \). Suppose that for two configurations \( c, c' \), there exists \( w \in \mathbb{Z}^n \) such that \( c' = c - L_q w \). Then

\[
E(c') = E(c) + w^T w - 2w^T L_q^{-1} c
\]

**Proof.** By direct computation,

\[
E(c') = \| L_q^{-1} (c - L_q w) \|^2
= \| L_q^{-1} c - w \|^2
= \| L_q^{-1} c \|^2 - 2w^T L_q^{-1} c + w^T w
= E(c) + w^T w - 2w^T L_q^{-1} c
= E(c) - w^T w - 2(L_q w) - w^T L_q^{-1} c .
\]

**Theorem 5.5.** Let \( G \) be a graph with a sink \( q \) and Laplacian \( L_q \). There exists a unique energy minimizer for every firing class \([c]\) of \( G \).

**Proof.** The existence of such an energy minimizer is again by the well-ordering principle, as we can always find a bijection between the set of positive integers and the set of possible configurations in the class of \([c]\). For uniqueness, we need to show that for any configuration \( c \), there cannot exist two distinct energy minimizers both equivalent to \( c \). Suppose such \( c_1, c_2 \geq 0 \) exist. Since \( c_1 \sim c_2 \), there exists
some \( w \in \mathbb{Z}^n \) such that \( c_2 = c_1 - L_q w \). By Lemma 5.3, the configuration \( d = c_1 - L_q w^+ \geq 0 \). By Lemma 5.4,

\[
E(d) = E(c_1) - (w^+)^T w^+ - 2(w^+)^T L_q^{-1} d.
\]

Here, we will use a fact without proving it: \( L_q^{-1} > 0 \) at every entry. This statement follows from a property of the graph Laplacian \( L_q \) itself that it is a non-singular \textit{M-matrix}. This definition arises from the study of avalanche finite matrices, a topic beyond the scope of this paper. A detailed introduction on avalanche finite systems can be found at Chapter 6.1 of Klivans.

Returning to the proof, since \( L_q^{-1} > 0 \) entry-wise and \( d \geq 0 \), it follows that \( 2(w^+)^T L_q d \geq 0 \). Then, \( E(d) \leq E(c_1) - (w^+)^T w^+ \). But since \( c_1 \) is an energy minimizer and \( d \sim c_1 \), it must be true that \( E(d) \geq E(c_1) \), and hence \( w^+ = 0 \). Then \( w \leq 0 \).

By the same method, we may also obtain that

\[
E(c_1) = E(c_2) + (w^+)^T w^+ - 2(w^+)^T L_q^{-1} c_1.
\]

Since \( w \leq 0 \), we have \( E(c_2) \leq E(c_1) \), and that \( E(c_2) = E(c_1) \) if and only if \( w = 0 \). Since \( c_1 \) is an energy minimizer, it must be the case that \( w = 0 \). So \( c_1 = c_2 \). \( \square \)

**Theorem 5.6.** Let \( G \) be a graph with a sink \( q \) and Laplacian \( L_q \). A configuration \( c \) is superstable if and only if it is an energy minimizer.

**Proof.** Suppose \( c \) is superstable. We proceed to show that it is an energy minimizer. Let \( c' \geq 0 \) be equivalent to \( c \). Then there exists \( w \in \mathbb{Z}^n \) such that \( c' = c - L_q w \). Then, by Lemma 5.3, the configuration \( d = c - L_q w^+ \geq 0 \). By the definition of superstability of \( c \), it must be the case that \( w^+ = 0 \). Hence, \( w \leq 0 \). Also, by Lemma 5.4,

\[
E(c') = E(c) + w^T w - 2w^T L_q^{-1} c.
\]

And so \( E(c') \geq E(c) \).

Now suppose \( c \) is an energy minimizer. Assume \( c \) is not superstable. Then, there exists \( w > 0 \) (not zero at every component) such that \( c' = c - L_q w \geq 0 \). Again, we write down the equation

\[
E(c') = E(c) - w^T w - 2w^T L_q^{-1} c'
\]

and we get \( E(c') \leq E(c) - w^T w < E(c) \). But \( c \) is an energy minimizer, and we have a contradiction. \( \square \)

### 5.2. Proof of Duality

We first prove a lemma.

**Lemma 5.7.** Let \( G \) be a graph with Laplacian \( L \). Let \( b \) be an unstable configuration that reaches a stable configuration \( c \) via

\[
c = b - \sum_{j=1}^{k} L e_{i_j}
\]

for some nonempty collection of vertices \( U = \{i_1, i_2, ..., i_k\} \subseteq V \). Then, for every vertex \( v \) unstable in \( b \), there exists some \( j \in [k] \) such that \( i_j = v \).
To finish proving that Lemma 4.7, there exists some vector \(z\) is stable, so we arrive at a contradiction. Since also \(v\) can only take the value of 0 or \(-1\) under our assumption, each component of this vector lies on a non-diagonal entry of \(L\) and can only take the value of 0 or \(-1\) and is thus non-positive. So \(\sum_{j=1}^{k}(Le_{i_j})_v \leq 0\). Since also \(v\) is unstable in \(b\), we have \(c_v \geq b_v \geq L_{vv}\), and \(v\) is unstable in \(c\). But \(c\) is stable, so we arrive at a contradiction. \(\square\)

We are now ready to prove the theorem of duality.

**Proof.** (of Theorem 5.1) Suppose \(c\) is superstable. By definition, \(c_{\text{max}}\) is the unique maximal stable configuration of \(G\). By Proposition 4.11, \(c_{\text{max}} - c\) is stable. By Lemma 4.7, there exists some vector \(z > 0\) sufficiently large such that, for any \(i\), \((Lz)_i \geq L_{ii}\), so \((c_{\text{max}} - c + Lz)_i \geq L_{ii}\). Set \(b = c_{\text{max}} - c + Lz\). Then \(b_i \geq L_{ii} \forall i\).

To finish proving that \(c_{\text{max}} - c\) is critical, the goal now is to show that there exists some permutation of matrix operations as a sequence of legal firings from \(b\) to \(c_{\text{max}} - c\).

As \(z > 0\), we can rewrite \(z = \sum_{j=1}^{k} e_{i_j}\). Then

\[
c_{\text{max}} - c = b - \sum_{j=1}^{k} Le_{i_j}.
\]

We proceed to construct a permutation \(\sigma\) of the \(k\) steps such that, for any \(1 \leq l \leq k\), if we define \(b_l = b - \sum_{j=1}^{l} e_{i_{\sigma(j)}}\), then

\[
(b_l)_{i_{\sigma(l+1)}} \geq L_{i_{\sigma(l+1)}i_{\sigma(l+1)}}.
\]

We will construct \(\sigma\) inductively. For the base case \(\sigma(1)\), we have \(j = l\), so \((b_l)_j \geq L_{jj}\) on a single vertex \(j\). Suppose we have \(\sigma(1), \ldots, \sigma(m)\) for some \(m < k\) such that Equation 5.8 holds for all \(1 \leq l \leq m - 1\). Then, when \(l = m\), we have

\[
b_m = c_{\text{max}} - c + Lz',
\]

where

\[
z' = \sum_{j=1}^{k} Le_{i_j} - \sum_{j=1}^{m} Le_{i_{\sigma(j)}} > 0.
\]

Equivalently,

\[
c_{\text{max}} - c = b_m - \left(\sum_{j=1}^{k} Le_{i_j} - \sum_{j=1}^{m} Le_{i_{\sigma(j)}}\right).
\]

Since \(c\) is superstable, rewriting Equation 5.9 as \(c - Lz' = c_{\text{max}} - b_m\), by the definition of superstability, there exists a vertex \(v\) such that \((c_{\text{max}} - b_m)_v < 0\). Equivalently, \((b_m)_v \geq L_{vv}\), as any chip value that exceeds the maximal stable configuration necessarily makes the corresponding vertex ready to fire. Hence, \(b_m\) is unstable. Then, by Lemma 5.7, there exists a permutation \(1 \leq \sigma(m + 1) \leq k\) distinguished from all of \(\sigma(1), \ldots, \sigma(m)\) such that \(i_{\sigma(m+1)} = v\). We have shown that a permutation \(\sigma\) exists for all of the \(k\) steps, hence the existence of a legal sequence of firings from \(b\) to \(c_{\text{max}} - c\).

Note that we only need to show one direction to complete this proof. By Theorem 4.6, Theorem 5.5, and Theorem 5.6, critical configurations and superstable configurations are unique per firing class. Since we now know that the dual of a superstable configuration is critical, the reverse direction follows immediately. \(\square\)
6. Conclusion

This paper has briefly introduced the setup of the chip-firing game and several of its fundamental properties including confluence and the duality between critical and stable configurations. It also offers a taste at some of the most important problems in this subject. The concept of self-organized criticality concerns the extent to which an external impetus changes the behavior of a dynamic system. In our subject, distinguishing superstable configurations from the collection of all stable configurations entails this idea.

Due to the short scope of this project, there remain several fundamental notions yet to be discussed, such as efficiency, structures of critical and superstable configurations as sets, and Dhar’s Burning Algorithm, an effective way of determining whether a configuration is superstable on a given graph. These concepts prepare the reader for further studies in the chip-firing game. A natural next-step is to study the bijection between the set of superstable and critical configurations and the set of spanning trees on a given graph. This is based on the famous theorem that, on a graph $G$, the number of critical configurations of $G$ equals the number of spanning trees of $G$. The study of chip-firing games in terms of spanning trees is where the second combinatoric perspective mentioned in the introduction really begins to manifest itself. The proof of the theorem for the bijection between critical configurations and spanning trees is largely based on matroid theory, including a generalization of linear algebraic concepts to a combinatorial setting.

In the broader picture, the perspective of abelian sandpile models mentioned in the introduction is indeed algebraic, revolving around the study of sandpile groups. At this point, we will already have the tools to generate geometric wonders from particular types of graphs such as the square grid graph. For example, with a sufficiently large chip size, the identity element of a sandpile group on such a graph generates fractal-like images like Figure 5. Eventually, of course, we will also eliminate the parameters set at the beginning of this paper and enter the study of infinite graphs and graphs with loops and multiple edges. Until then, fire some chips on graphs of your own and have fun.
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