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Abstract

In this paper we show how some properties of Riemann zeta function lead to the proof of the Prime Number Theorem, the Prime Ideal Theorem, and Chebotarev Density Theorem. We then introduce some results related to Riemann Hypothesis, and Artin’s conjecture as a corollary of Generalized Riemann Hypothesis.
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1 Introduction

The Prime number Theorem is a theorem about the distribution of primes. At the first glance primes appear to behave quite wildly. However, the Prime Number Theorem says that the distribution can be described by an asymptotic formula. A more stunning fact is that the proof of the Prime Number Theorem relies heavily on the zero locations of the Riemann zeta function. The fact that Riemann zeta function doesn’t have a zero on Re(\(s\)) = 1 is the most crucial step in the proof of the Prime Number Theorem. We will also see that an similar property of \(L(s, \chi)\) for \(\chi\) a character on \(\text{Gal}(K/\mathbb{Q})\) leads to the proof of the Prime Ideal Theorem, a generalization of the Prime Number Theorem to general fields.

The original proof of Chebotarev Density Theorem requires extensive use of Galois theory, and doesn’t appear to be similar at all to the Prime Number Theorem. Here we present a classical alternative proof of Chebotarev in which the Chebotarev Density Theorem in abelian field extensions is presented as a simple corollary of the non-zero property of \(L(s, \chi)\) on Re(\(s\)) = 1, and the Chebotarev Density Theorem for non-abelian field extensions can be obtained as a corollary by considering the non-zero property of the generalized \(L(s, \chi)\) series, which is the Artin L series.

From the proof of the Prime Number Theorem and Chebotarev Density Theorem we can guess intuitively that if we have more control of where the zeros of \(\zeta(s)\) are, we can obtain a more precise estimation of density of primes. So in the second half of the paper, we will focus on getting more information about the zero location of zeta function. Firstly we extend the \(\zeta(s)\) to the entire complex plane and present some results about the zeros of \(\zeta(s)\). We also illustrate Riemann’s original proof of the functional equation, which gives the symmetricity of the zeros. After getting these fundamental results, we cite the Von Mangoldt’s formula of \(\psi(x)\), from which we can see that the error bound of \(\psi(x)\) depends entirely on the zeros of \(\zeta(s)\). Since \(\psi(x)\) and \(\pi(x)\) differ by very little, to minimize the error bound of \(\pi(x)\) is equivalent to minimize the terms contributed by the zeros of zeta function. The symmetricity of zeros determines that to least error bound is obtained when all the critical zeros of Riemann zeta function are on Re(\(s\)) = \(\frac{1}{2}\), which is the Riemann Hypothesis. Assuming the Riemann Hypothesis and then following almost the same procedure as the proof of asymptotic formula of the Prime number Theorem, we can show that the Riemann Hypothesis gives the desired error bound of the prime counting function. We also have the Generalized Riemann Hypothesis, which is to assume the distribution of zeros of the Dedekind zeta function. At the end we present an
application of the Generalized Riemann Hypothesis. The role of the Generalized Riemann Hypothesis here is to give more room for the estimation so that the error won’t blow up.

The required group theory and Galois theory background is listed in section 2. Section 3 will introduce the Riemann zeta function and prove the Prime Number Theorem, and section 4 will introduce Artin L-functions and prove the Prime Ideal Theorem and the Chebotarev Density Theorem. Section 5 will introduce some results related to the zeros of $\zeta(s)$ and how the Riemann Hypothesis leads to its number theoratical equivalence. Section 6 introduces Artin’s Primitive Root conjecture, which can be proven assuming the Generalized Riemann Hypothesis.

2 Background

2.1 Basic representation theory

Definition 2.1. Let $V$ be a vector space over a field $F$, and $G$ be a finite group. A representation of $G$ on $V$ is a homomorphism $\rho : G \rightarrow \text{GL}(V)$. We say that $\rho_1, \rho_2$ are isomorphic if there exists some matrix $M$ such that $M\rho_1M^{-1} = \rho_2$.

We say the dimension of $\rho$ is the dimension of $V$.

Consider the ring $F[G]$, consists of $\sum_{i=1}^n a_i g_i$ with $a_i \in F$ and $g_i \in G$. This ring acts on $V$ by

$$\left(\sum_{i=1}^n (a_i g_i)\right) \cdot v = \sum_{i=1}^n a_i (\rho(g_i) v)$$

So $V$ can be regarded as an $F[G]$ module. So representation of $G$ gives $F[G]$ modules. Conversely if we have a $F[G]$ module $V$ then it’s a vector space over $F$. Every $g \in G$ acts on $V$ as a linear transformation by scalar multiplication, so define $\rho(g)$ to be this transformation in $\text{GL}(V)$. $\rho$ is then a representation of $G$. Therefore, we have the correspondence:

$F[G]$ module $V \iff \rho : G \rightarrow \text{GL}(V)$

And this turns out to be a bijection. We say that $V$ as a module affords the representation $\rho$ of $G$.

We make the correspondence in order to state the following definition:

Definition 2.2. A representation $\rho$ is irreducible if and only if the $F[G]$ module that affords it is irreducible. That is, the only submodules of $F[G]$ are 0 and $V$.

In terms of vector space, $\rho$ is irreducible if $V$ doesn’t have a $G$-stable subspace. That is, no subspace $V'$ of $V$ has $gV' \subseteq V$ $\forall g \in G$.

Definition 2.3. Given a representation $\rho : G \rightarrow \text{GL}(V)$, the character of $\rho$ is the map $\chi_\rho : G \rightarrow F$ such that $\chi(g) = \text{Trace}(\rho(g))$.

We say a character $\chi_\rho$ is irreducible if $\rho$ is irreducible representation. All representation of $G$ are one dimensional iff $G$ is abelian because $\text{GL}(V)$ is no longer commutative when the dimension of $V \geq 2$. 
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Also notice that $\chi_\rho$ is the same for isomorphic presentations because trace is an invariant under matrix conjugation. This means that $\chi_\rho$ lands in the following category of functions:

**Definition 2.4.** A class function is any map $f : G \rightarrow \mathbb{C}$ such that $f(g^{-1}xg) = f(x)$, $\forall x, g \in G$.

The followings are some facts that we are going to use.

1. $\chi_{\rho_1} = \chi_{\rho_2}$ iff $\rho_1$ and $\rho_2$ are isomorphic representations. So the character determines the representation up to isomorphism.

2. For a group $G$, the number of irreducible characters equal the number of conjugacy classes of $G$.

3. Irreducible characters span the space of class functions. So every class function on $G$ can be written as linear combination of irreducible characters.

4. (Orthogonality of characters) Define the inner product of two class functions $\phi$ and $\psi$ on $G$ as:

$$\langle \phi, \psi \rangle_G = \frac{1}{|G|} \sum_{g \in G} \overline{\phi(g)} \psi(g)$$

Then let $\chi_1, \chi_2, \ldots, \chi_g$ be the irreducible characters of $G$. For any class function $f = \sum a_i \chi_i$, $\langle f, \chi_i \rangle = a_i$. In particular, the inner product of two different irreducible characters is zero.

The proof of all the above facts can be found in the section 18.1 and 18.3 of [9].

### 2.2 One dimensional representation

We just mentioned that $G$ is abelian iff all its irreducible representations are 1-dimensional. In this special case, we can ignore the distinction between the representation and character, and call both of them as the character of $G$.

**Definition 2.5.** A character of a finite abelian group $G$ is a homomorphism $\chi : G \rightarrow \mathbb{C}^*$. Let $\widehat{G}$ denote the set of all characters of $G$.

The followings are facts about abelian groups $G$ we use. The proofs can be found in the chapter 7 of [10].

1. $\widehat{G} \cong G$(non-canonically)

2. (Orthogonality relations of characters)

   (1) For $\chi_1, \chi_2 \in \widehat{G}$, we have

   $$\sum_{g \in G} \chi_1^{-1}(g) \chi_2(g) = \begin{cases} |G|, & \text{if } \chi_1 = \chi_2 \\ 0, & \text{if } \chi_1 \neq \chi_2 \end{cases}$$

   (2) For $\sigma, \tau \in G$, we have

   $$\sum_{\chi \in \widehat{G}} \chi(\sigma^{-1}) = \begin{cases} |G|, & \text{if } \sigma = \tau \\ 0, & \text{if } \sigma \neq \tau \end{cases}$$
2.3 Induced representation and Frobenius reciprocity

**Definition 2.6.** Let $H$ be a subgroup of $G$. Let $\rho$ be a representation of $H$ on $V$. Then the representation of $G$ afforded by $F[G] \otimes_{F[H]} V$ by left-multiplication is the induced representation $\text{Ind}_{H}^{G} \rho$ of $\rho$.

When there is no ambiguity about $G$ and $H$, we will use $\rho^*$ to denote the character induced by $\rho$.

We can actually write down explicit matrix for $\rho^*(g)$. Let $g_{1}, g_{2}, \ldots, g_{m}$ be representatives of left-cosets of $H$. Then $\rho^*(g)$ can be written as:

\[
\begin{bmatrix}
\rho(g_{1}^{-1}g_{1}g_{1}) & \cdots & \rho(g_{1}^{-1}g_{1}g_{m}) \\
\vdots & \ddots & \vdots \\
\rho(g_{m}^{-1}g_{1}) & \cdots & \rho(g_{m}^{-1}g_{m})
\end{bmatrix}
\]

Where $\rho(g_{i}^{-1}g_{j})$ is the zero matrix whenever $g_{i}^{-1}g_{j} \notin H$. This is obtain by considering the action of $g$ on the basis of $F[G] \otimes_{F[H]} V$.

From this matrix we get the induced character $\chi_{\rho^*}(g) = \sum_{g_{i}^{-1}g_{j} \in H} \chi_{\rho}(g_{i}^{-1}g_{j}) = \frac{1}{|H|} \sum_{x \in G} \chi_{\rho}(x^{-1}gx)$

The proof can be found in the section 19.3 of [9]. Now we state an important theorem about restriction and induction of characters.

**Theorem 2.7** (Frobenius reciprocity). Suppose $H$ is a subgroup of $G$, and let $\psi, \phi$ be two class functions such that $\psi: G \to \mathbb{C}$ and $\phi: H \to \mathbb{C}$. Then we have

\[
\langle \phi, \text{Res}_{H}^{G} \psi \rangle_{H} = \langle \phi^*, \psi \rangle_{G}
\]

where $\text{Res}_{H}^{G} \psi$ means restricting $\psi$ to $H$.

The proof can be found in [12]

2.4 The Decomposition and Inertia groups

Let $L/K$ be number field extension. Let $\mathcal{O}_K$ denote the ring of integer of $K$ and $\mathcal{O}_L$ denote the ring of integer of $L$. For $p$ a prime ideal of $K$, consider the prime decomposition of $p\mathcal{O}_L$, say

\[
p\mathcal{O}_L = \prod_{i=1}^{k} P_{i}^{e_{i}}
\]

where $P_{i}$ are prime ideals of $\mathcal{O}_L$. We define $e_{i}$ to be $e(P_{i}|p)$.

**Definition 2.8.** $p \subseteq \mathcal{O}_K$ is called unramified in $L$ if $e(P_{i}|p) = 1$, $\forall i$. Otherwise $p$ is ramified.
Also, for a prime ideal \( \mathcal{P} \in \mathcal{O}_L \), we denote the absolute norm of \( \mathcal{P} \) as \( ||\mathcal{P}|| = |\mathcal{O}_L/\mathcal{P}| \). Notice norm of a prime ideal is a power of the rational prime below \( \mathcal{P} \). It’s a fact that \( \mathcal{O}_L/\mathcal{P}_i \) is a field extension of \( \mathcal{O}_K/p \). We denote the degree of extension of residue fields \( [\mathcal{O}_L/\mathcal{P}_i : \mathcal{O}_K/p] \) as \( f(\mathcal{P}_i|p) \). It is known that

\[
\sum_{i=1}^{k} e(\mathcal{P}_i|p)f(\mathcal{P}_i|p) = [L : K]
\]

Now if \( L/K \) is Galois, let \( G \) denote \( \text{Gal}(L/K) \). Then \( e(\mathcal{P}_i|p) \) and \( f(\mathcal{P}_i|p) \) are all equal since \( \mathcal{P}_i = \sigma \mathcal{P}_i \) for some \( \sigma \in G \). Then let \( e = e(\mathcal{P}_i|p) \), \( f = f(\mathcal{P}_i|p) \). We have \( kfe = |G| \). \( p \) ramifies in \( \mathcal{O}_L \) iff \( p | \text{disc}(L/K) \), so there are only finitely many ramifying primes in \( \mathcal{O}_K \). The proof is found in the chapter 3 of [10]

**Definition 2.9.** A prime \( p \in \mathcal{O}_K \) is defined as splits completely in \( \mathcal{O}_L \) iff

\[
e(\mathcal{P}_i|p) = f(\mathcal{P}_i|p) = 1
\]

In this paper we always assume \( L/K \) is Galois if not specified otherwise.

**Definition 2.10.** Define the decomposition group \( D(\mathcal{P}_i|p) \) of \( \mathcal{P}_i \) as

\[
D(\mathcal{P}_i|p) = \{ \sigma \in G \mid \sigma \mathcal{P}_i = \mathcal{P}_i \ \forall i \}.
\]

We can check it is a subgroup of \( G \).

**Definition 2.11.** Define the inertia group of \( \mathcal{P}_i \) as \( E(\mathcal{P}_i|p) \) such that

\[
E(\mathcal{P}_i|p) = \{ \tau \in G \mid \tau \alpha \equiv \alpha \mod \mathcal{P}_i \ \forall \alpha \in \mathcal{O}_L \}
\]

We can check that \( E(\mathcal{P}_i|p) \) is a subgroup of \( D(\mathcal{P}_i|p) \).

Now consider \( \mathcal{O}_L/\mathcal{P}_i \). For \( \sigma \in D(\mathcal{P}_i|p) \), it can also be regarded as acting on the residue field \( \mathcal{O}_L/\mathcal{P}_i \) by sending \( \alpha \mod \mathcal{P}_i \) to \( \sigma(\alpha) \mod \mathcal{P}_i \). This is well defined because \( \sigma \) fixes \( \mathcal{P}_i \). So we have a homomorphism

\[
D(\mathcal{P}_i|p) \rightarrow \text{Gal}(\mathcal{O}_L/\mathcal{P}_i)/(\mathcal{O}_K/p)).
\]

The kernel is \( E(\mathcal{P}_i|p) \). It turns out that this map is actually surjective. Thus we have

\[
D(\mathcal{P}_i|p) / E(\mathcal{P}_i|p) \cong \text{Gal}(\mathcal{O}_L/\mathcal{P}_i)/(\mathcal{O}_K/p)).
\]

Also \( |E(\mathcal{P}_i|p)| = e(\mathcal{P}_i|p) \), and thus we have

\[
|D(\mathcal{P}_i|p)| = e(\mathcal{P}_i|p)f(\mathcal{P}_i|p)
\]

The proofs of above facts can be found in the chapter 3 of [10]
2.5 Frobenius elements

Recall that \( p \) is unramified iff \( e(P_i|p) = 1 \). Then \( E(P_i|p) \) is trivial so \( D(P_i|p) \) is isomorphic to the Galois group of residue fields. However, \( \mathcal{O}_L/P_i/\mathcal{O}_K/p \) is extension of finite fields, so its galois group is cyclic. By basic field theory the generator of \( \text{Gal}((\mathcal{O}_L/P_i)/(\mathcal{O}_K/p)) \) is \( \pi \) such that

\[
\sigma(\alpha) = \alpha^{||p||}
\]

where \( \pi \) is the reduction of \( \alpha \) mod \( p \). Thus \( D(P_i|p) \) has \( \sigma \) such that \( \forall \alpha \in \mathcal{O}_L, \sigma\alpha \equiv \alpha^{||p||} \) mod \( P_i \). This is what we called Frobenius element. We denote Frobenius element of \( D(P_i|p) \) as \( [L/K]_P \).

We observe some properties of the Frobenius element \( \sigma \).
1. \( \sigma \) is unique in \( D(P_i|p) \)
2. The order of \( \sigma \) is \( f(P_i|p) \)
3. Let \( \tau \in G \), then \( [L/K]_P = \tau[L/K]_P \). Specifically, when \( G \) is abelian, \( [L/K]_P \) is the same for all \( P_i \) above \( p \). In this case we use \( \psi(p) \) to denote its Frobenius element because it’s determined entirely by \( p \).

This special case gives rise to the following definition:

**Definition 2.12.** Suppose \( G \) is abelian Let \( I^S \) be all the ideals in \( \mathcal{O}_K \) that are coprime to the ramifying primes. Then for the \( p \in I^S \), \( p \) is unramified. Then Artin map is the homomorphism \( \psi: I^S \to G \) such that for a prime \( p \), \( \psi(p) \) is the corresponding Frobenius element. For \( I \in I^S \), \( \psi(I) \) is the product of Frobenius element of its prime factor.

(Notice that if \( G \) is non-abelian Artin map is not well defined)

5. Recall that for \( L/K \) Galois extension, we say \( p \subset \mathcal{O}_K \) splits completely in \( \mathcal{O}_L \) iff \( e(P_i|p) = f(P_i|p) = 1 \). Now consider cyclotomic extension \( \mathbb{Q}(\zeta_m)/\mathbb{Q} \). This is an abelian extension and a prime \( p \in \mathbb{Q} \) ramifies iff \( p|m \). Then for \( p \in \mathbb{Q} \), we have \( \psi(p)\alpha \equiv \alpha^p \) mod \( P_i \), \( \forall P_i \). Then by Chinese reminder theorem:

\[
\psi(p)\alpha \equiv \alpha^p \mod p
\]

For all \( p \nmid m \) But \( \text{Gal}(\mathbb{Q}(\zeta_m)/\mathbb{Q}) \) is isomorphic to \( (\mathbb{Z}/m\mathbb{Z})^* \) with the map being

\[
k \to (g_k : \zeta_m \to \zeta_m^k)
\]

Thus there exists \( \sigma \in G \) such that \( \sigma\zeta_m = \zeta_m^p \), and there are,

\[
\sigma\alpha \equiv \alpha^p \mod p
\]

Thus this \( \sigma \) is the Frobenius element \( \psi(p) \).

On the other hand, recall that \( f(P_i|p) \) is the order of \( \psi(p) \), so the \( \sigma \) in this case is the identity. So \( \sigma \) should fix \( \zeta_m \). This happens iff

\[
p \equiv 1 \mod m
\]

which is thus the sufficient and necessary condition for \( p \) to split completely in \( \mathbb{Q}(\zeta_m)/\mathbb{Q} \).
3 Riemann zeta function and prime number theorem

3.1 Riemann zeta function

In this section we briefly mention some properties of Riemann zeta function. These proofs can be found in the chapter 7 of [10]

Lemma 3.1. Consider \( f(s) = \sum_{n=1}^{\infty} \frac{a_n}{n^s} \). Series in this form are called the Dirichlet series. If \( \sum_{n \leq t} a_n = O(t^r) \), then \( f(s) \) is analytic and convergent for \( \text{Re}(s) > r \)

Definition 3.2. The Riemann zeta function is defined as

\[
\zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s}
\]

By the lemma, \( \zeta(s) \) converges and is analytic in \( \text{Re}(s) > 1 \). But this definition does not work \( \text{Re}(s) \leq 1 \). It turns out that we can find a meromorphic extension of \( \zeta(s) \) to \( \text{Re}(s) > 0 \). i.e., we can find \( g(s) \) a meromorphic function that is defined on \( \text{Re}(s) > 0 \) except for some poles, such that \( g(s) \) agrees with \( \zeta(s) \) on \( \text{Re}(s) \geq 1 \). By complex analysis, this means that \( g(s) \) and \( \zeta(s) \) agree whenever both of them are defined.

Our \( g(s) \) is defined as follows. Consider

\[
f(s) = 1 - \frac{1}{2^s} + \frac{1}{3^s} - \frac{1}{4^s} + \ldots.
\]

Then the partial sums of the coefficients alter between 0 and 1, so are \( O(t^0) \). Then by the lemma \( g(s) \) is convergent on \( \text{Re}(s) > 0 \). Then let

\[
g(s) = \frac{f(s)}{1 - 2^s}
\]

We know that \( g(s) = \zeta(s) \) when \( \text{Re}(s) > 1 \). \( \frac{f(s)}{1 - 2^s} \) is analytic on \( \text{Re}(s) > 0 \) except for when \( \frac{2}{3^s} = 1 \), where it might have a pole. But it is not necessary since the pole can be cancelled if \( f(s) \) is zero.

In order to find where the poles actually are, we construct another expression for \( \zeta(s) \).

Let

\[
t(s) = 1 + \frac{1}{2^s} - \frac{2}{3^s} + \frac{1}{4^s} + \frac{1}{5^s} - \frac{2}{6^s} + \ldots
\]

Then the partial sum of the coefficients alter between 0,1,2, so are \( O(t^0) \). So \( t(s) \) is also analytic on \( \text{Re}(s) > 0 \). We can get that \( \frac{t(s)}{1 - 2^s} = \zeta(s) \). Thus \( \frac{g(s)}{1 - 2^s} \) and \( \frac{t(s)}{1 - 2^s} \) are both meromorphic extension of \( \zeta(s) \). Since they agree on \( \text{Re}(s) > 1 \), they agree whenever both of them are defined. Thus the pole of \( \frac{t(s)}{1 - 2^s} \) and \( \frac{f(s)}{1 - 2^s} \) should also agree.
Now say $s$ is the pole, then we must have $1 - \frac{2}{s^2} = 0$ and $1 - \frac{3}{s^3} = 0$. Thus $(1 - s) \log 2 = (1 - s) \log 3$. This doesn’t happen unless $s = 1$. So the only possible pole of the extension of $\zeta(s)$ is at $s = 1$.

Since $f(1) = \log 2$ is not 0, we have

$$\lim_{s \to 1} \frac{f(s)}{s - 1} = \lim_{s \to 1} \frac{f(1)}{s - 1} = \lim_{s \to 1} \frac{f(1)}{s - 1} = \frac{1}{2}$$

which is 1. Thus $\zeta(s)$ has a simple pole at $s = 1$ with residue 1, and is analytic elsewhere on $\text{Re}(s) > 0$.

### 3.2 Proof of the Prime Number Theorem

**Theorem 3.3** (the Prime Number Theorem). Let $\pi(x)$ denote the number of primes not exceeding $x$. Then we have

$$\pi(x) \sim \frac{x}{\log x}$$

$\pi(x) \sim \frac{x}{\log x}$ here just means that as $x$ approaches infinity, $\frac{\pi(x)}{\frac{x}{\log x}}$ approaches 1. It is quite stunning that the proof of the Prime Number Theorem is based totally on the behavior of $\zeta(s)$ on $\text{Re}(s) \geq 1$.

Consider the product representation of zeta function when $\text{Re}(s) > 1$

$$\zeta(s) = \prod_{p \in \mathbb{Z}} \left(1 - \frac{1}{p^s}\right)^{-1}$$

which is equivalent to the fundamental theorem of arithmetic. Taking the logarithm, we have

$$\log \zeta(s) = -\sum_p \log \left(1 - \frac{1}{p^s}\right) = \sum_p \sum_{m=1}^{\infty} \frac{1}{mp^{ms}}$$

Differentiating gives

$$\frac{-\zeta'(s)}{\zeta(s)} = \sum_p \sum_{m=1}^{\infty} \frac{\log p}{p^{ms}} = \sum_p \frac{\log p}{p^s} + \sum_p \sum_{m=2}^{\infty} \frac{\log p}{p^{ms}}$$

Since $\log p < p^\sigma$ as $p \to \infty \ \forall \sigma > 0$, the sum of absolute value of each term is

$$\sum_p \frac{\log p}{|p^s|} = \sum_p \frac{\log p}{p^\sigma} = \sum_p \frac{\log p}{p^{\sigma}} = \frac{1}{p^{\sigma}} \cdot \frac{1}{p^{\sigma+1}}.$$}

For $\text{Re}(s) > 1$, $\frac{\text{Re}(s)+1}{2} > 1$, so $\sum_p \frac{\log p}{p^s}$ converges absolutely for $\text{Re}(s) > 1$, and so is analytic there. Similarly we can get $\sum_p \sum_{m=2}^{\infty} \frac{\log p}{p^{ms}}$ converges absolutely for $\text{Re}(s) > \frac{1}{2}$, and thus is analytic on $\text{Re}(s) = 1$. The term $\sum_p \sum_{m=2}^{\infty} \frac{\log p}{p^{ms}}$
converges absolutely for $\text{Re}(s) > \frac{1}{2}$. Thus the asymptotic growth of $-\frac{\zeta'(s)}{\zeta(s)}$ at $\text{Re}(s) = 1$ is the same as $\sum_p \frac{\log p}{p^s}$.

For $\log \zeta(s)$ and its derivative to be defined on $\text{Re}(s) \geq 1$ we need $\zeta(s)$ to be non-zero on $\text{Re}(s) \geq 1$. The non-zero property for $\text{Re}(s) > 1$ is shown by the product representation, so it remains to show that $\zeta(s) \neq 0$ on $\text{Re}(s) = 1$.

**Theorem 3.4.** $\zeta(s) \neq 0$ on $\text{Re}(s) = 1$

**Proof.** For $\text{Re}(s) > 1$ we can use the product representation. We have

$$\log \zeta(s) = \sum_p \sum_{m=1}^{\infty} \frac{1}{mp^m} = \sum_p \sum_{m=1}^{\infty} e^{-ms \log p}$$

Now say $s = \sigma + it$, $\sigma, t \in \mathbb{R}$, we have

$$|\zeta(s)| = \left| \exp \left( \sum_p \sum_{m=1}^{\infty} \frac{1}{m} e^{-\sigma m \log p}(\cos(tm \log p) - i \sin(tm \log p)) \right) \right| = \exp \left( \sum_p \sum_{m=1}^{\infty} \frac{1}{mp^m \sigma} \cos(tm \log p) \right)$$

Now let $1 + it$ be the hypothetical zero, so $t \neq 0$ because $\zeta(s)$ has a pole at 1. Then we have

$$|\zeta(\sigma)|^3 |\zeta(\sigma + it)|^4 |\zeta(\sigma + 2it)| = \exp \left( \sum_p \sum_{m=1}^{\infty} \frac{1}{mp^m \sigma} (3 + 4 \cos(tm \log p) + \cos(2tm \log p)) \right)$$

But $3 + 4 \cos \theta + \cos 2\theta = 2(\cos \theta + 1)^2 \geq 0$ for all $\theta$. So

$$\exp \left( \sum_p \sum_{m=1}^{\infty} \frac{1}{mp^m \sigma} (3 + 4 \cos tm \log p + \cos 2tm \log p) \right) \geq 1$$

Thus

$$|\zeta(\sigma)(\sigma - 1)|^3 \left| \frac{\zeta(\sigma + it)}{\sigma - 1} \right| \left| \frac{\zeta(\sigma + 2it)}{\sigma - 1} \right|^4 |\sigma(2 + it)| \geq \frac{1}{\sigma - 1} \quad (1)$$

Now let $\sigma$ approach 1 from above. Then $|\zeta(\sigma)(\sigma - 1)|^3$ is a non-zero finite value; $|\zeta(\sigma + 2it)|$ is finite because $\zeta(s)$ is analytic on $\text{Re}(s) \geq 1$ except for $s = 1$; $|\zeta(\sigma + it)|^4$ is also finite because $\frac{1}{\sigma - 1}$ is cancelled by $\zeta(1 + it) = 0$. Thus the left of (1) is finite, while the right of (1) approaches infinity as $\sigma \to 1$. We reach a contradiction.

So $\zeta(s) \neq 0$ on $\text{Re}(s) \geq 1$.

Since $\zeta(s)$ only has a simple pole at $s = 1$, $\zeta(s)(s - 1)$ is analytic everywhere on $\text{Re}(s) \geq 1$ and so is its derivative. We know that

$$(\zeta(s)(s - 1))' = \zeta'(s)(s - 1) + \zeta(s)$$

is finite on $s = 1$. Since $\zeta(s)$ is non-zero on $\text{Re}(s) \geq 1$, we can divide both sides by $\zeta(s)$ and take $s \to 1$, obviously
\[
0 = \lim_{s \to 1^+} \frac{\zeta'(s)}{\zeta(s)} (s - 1) + 1
\]

From here we know that \(-\frac{\zeta'(s)}{\zeta(s)}\) has a pole at \(s = 1\) with residue 1, and is analytic on the rest of \(\text{Re}(s) \geq 1\).

Recall that \(\sum_p \frac{\log p}{p}^s\) has the same residue and pole as \(-\frac{\zeta'(s)}{\zeta(s)}\) when \(s \to 1\). So \(\sum_p \frac{\log p}{p^s}\) is analytic on \(\text{Re}(s) \geq 1\) except for a simple pole at \(s = 1\) with residue 1.

Now let us write \(\sum_p \frac{\log p}{p}^s\) as Dirichlet series: let \(a(n)\) be the prime indicator function, namely

\[
a(n) = \begin{cases} 
1, & \text{if } n \text{ is a prime} \\
0, & \text{otherwise}
\end{cases}
\]

Then

\[
\sum_p \frac{\log p}{p^s} = \sum_{n=1}^{\infty} \frac{a(n) \log n}{n^s}
\]

Notice that \(\pi(x) = \sum_{n \leq x} a(n)\), and we want to show that

\[
\sum_{n \leq x} a(n) \sim \frac{x}{\log x}
\]

We are then able to apply the following theorem:

**Theorem 3.5.** Let \(f(t)\) be non-negative and non-decreasing piecewise continuous real function on \([1, \infty]\) and \(f(t) = O(t)\). Then the Mellin transform \(g(s) = \int_1^\infty f(x)x^{-s-1}dx\) is analytic for \(\text{Re}(s) > 1\). Additionally, If \(g(s) - \frac{\zeta'(s)}{\zeta(s)}\) has analytic extension to neighbourhood of \(\text{Re}(s) = 1\), then as \(x \to \infty\), \(f(x) \sim cx\).

This theorem is a corollary of Auxiliary Tauberian theorem. The proofs of both can be found at page 10 of [13]. Plugging in the \(f(x) = \sum_{n \leq x} a(n) \log n\) into the theorem, we get that \(g(s) = -\frac{\zeta'(s)}{\zeta(s)}\). Since \(-\frac{\zeta'(s)}{\zeta(s)}\) has only a simple pole at \(s = 1\) with residue 1, \(-\frac{\zeta'(s)}{\zeta(s)} - \frac{\pi}{s-1}\) has analytic continuation to \(\text{Re}(s) \geq 1\). Also it is true that \(\sum_{n \leq x} a(n) \log n = O(x)\), as proved in chapter 4.5 of [17]. Now we have all the conditions required to apply Theorem 3.5. We get

\[
\sum_{n \leq x} a(n) \log n \sim x
\]

The statement of the Prime Number Theorem is that \(\sum_{n \leq x} a(n) \sim \frac{x}{\log x}\), so we want to get rid of \(\log n\) in the sum. For this purpose we use the following trick:

**Theorem 3.6 (Abel’s identity).** Let \(a(n)\) to be a function defined on natural numbers. Let \(A(x) = \sum_{n \leq x} a(n)\), and let \(f(x)\) be a differentiable function, then we have

\[
\sum_{y < n \leq x} a(n)f(n) = A(x)f(x) - A(y)f(y) - \int_y^x A(t)f'(t)dt.
\]
This is a generalized version of integral by parts if we think of $A(x)$ as the integral of $a(n)$. The proof can be found at page 29 of [2].

Now take $b(n) = a(n) \log n$. Then $\pi(x) = \sum_{n \leq x} a(n) = \sum_{\frac{1}{2} < n \leq x} \frac{b(n)}{\log n}$. Now apply the Abel’s identity:

$$\sum_{\frac{1}{2} < n \leq x} \frac{b(n)}{\log n} = \sum_{n \leq x} \frac{b(n)}{\log n} - \int_{\frac{1}{2}}^{x} \frac{\sum_{n \leq t} b(t)}{t(\log t)^2} \, dt$$

We know that $\sum_{n \leq x} b(n) \sim x$. Using this we can show that

$$\int_{\frac{1}{2}}^{x} \frac{\sum_{n \leq t} b(t)}{t(\log t)^2} \, dt = o \left( \frac{x}{\log x} \right)$$

The detailed proof can be found in chapter 4.3 of [17]. Then we have

$$\sum_{\frac{1}{2} < n \leq x} \frac{b(n)}{\log n} = \frac{x}{\log x} + o \left( \frac{x}{\log x} \right)$$

Which is the statement of the Prime Number Theorem.

We give another equivalent statement of the Prime Number Theorem: Define $Li(x) = \int_{\frac{1}{2}}^{x} \frac{1}{\log t} \, dt$, then we have:

$$\pi(x) \sim Li(x)$$

$Li(x)$ is a better approximation of $\pi(x)$ than $\frac{x}{\log x}$, but if we just look at the asymptotic formula the two statements are equivalent. From integrating by parts we know that

$$Li(x) = \frac{x}{\log x} - \int_{\frac{1}{2}}^{x} \frac{1}{(\log t)^2} \, dt$$

Notice that $\int_{\frac{1}{2}}^{x} \frac{1}{(\log t)^2} \, dt$ is small compared to $\frac{x}{\log x}$, so $\frac{Li(x)}{\pi(x)}$ goes to 1 as $x \to \infty$. Therefore the two statements of the Prime Number Theorem are equivalent.

4. L-series and Prime Ideal Theorem

4.1 Dedekind zeta function

Now that we have introduced $\zeta(s)$ and its extension to $\text{Re}(s) > 0$, we can consider a generalized version of $\zeta(s)$, the Dedekind zeta function.

**Definition 4.1.** Let $K$ be a finite extension of $\mathbb{Q}$. Let $j_n$ denote the number of ideals $I$ of $\mathcal{O}_K$ with $||I||=n$. Then the Dedekind zeta function is defined as $\zeta_K(s) = \sum_{n=1}^{\infty} \frac{j_n}{n^s}$.

Equivalently it can also be written as $\zeta_K(s) = \sum_{I \in \mathcal{O}_K} \frac{1}{||I||^s}$.
Definition 4.2. Let \( \mathcal{O}_K \) be ring of integer of \( K \). Then we define the class group \( C \) to be the group of all the fractional ideals in \( \mathcal{O}_K \) quotient out by principal ideals.

Then we cite a theorem about the distribution of ideals in a number ring. Readers can refer to chapter 6 of [10]

Theorem 4.3. Let \( C \) be a class group in \( \mathcal{O}_K \), and let \( i_c(t) \) denote the number of ideals in \( C \) with norm \( \leq t \). Then we have

\[
i_c(t) = \kappa t + \mathcal{O}(t^{1 - \frac{1}{[K: \mathbb{Q}]}}),\]

where \( \kappa \) is a constant independent of \( C \).

Now let \( h \) be the number of ideal classes in \( K \). Then we have

\[
\sum_{n \leq t} j_n = \kappa t + \mathcal{O}(t^{1 - \frac{1}{[K: \mathbb{Q}]}})
\]

Thus we know that \( \sum_{n \leq t} j_n \mathcal{O}(t) \), which by lemma 3.1 implies \( \zeta_K(t) \) is convergent and analytic on \( \text{Re}(s) > 1 \).

Now let \( \zeta_K(s) \) be the number of ideal classes in \( K \). Then we have

\[
\sum_{n \leq t} j_n = \kappa t + \mathcal{O}(t^{1 - \frac{1}{[K: \mathbb{Q}]}})
\]

Where \( \kappa \) is a constant independent of \( C \).

Now let \( h \) be the number of ideal classes in \( K \). Then we have

\[
\sum_{n \leq t} j_n = \kappa t + \mathcal{O}(t^{1 - \frac{1}{[K: \mathbb{Q}]}})
\]

Thus we know that \( \sum_{n \leq t} j_n = \mathcal{O}(t) \), which by lemma 3.1 implies \( \zeta_K(t) \) is convergent and analytic on \( \text{Re}(s) > 1 \).

Now on \( \text{Re}(s) > 1 \), by changing the order of summation we have

\[
\zeta_K(s) = \sum_{n=1}^{\infty} \frac{j_n - h\kappa}{n^s} + h\kappa \zeta(s)
\]

But \( \sum_{n \leq t} j_n = h\kappa = \mathcal{O}(t^{1 - \frac{1}{[K: \mathbb{Q}]}}) \). By the lemma 3.1 \( \sum_{n=1}^{\infty} \frac{j_n - h\kappa}{n^s} \) is convergent and analytic for \( \text{Re}(s) \leq 1 - \frac{1}{[K: \mathbb{Q}]} \). We also know that \( \zeta(s) \) has extension on \( \text{Re}(s) > 0 \) except for a simple pole at \( s=1 \). So when \( K \) different from \( \mathbb{Q} \), \( \zeta_K(s) \) has meromorphic extension to \( \text{Re}(s) > 1 - \frac{1}{[K: \mathbb{Q}]} \), analytic except for simple pole at \( s = 1 \) with residue \( h\kappa \).

Similar to \( \zeta(s) \) we have product representation for \( \zeta_K(s) \) on \( \text{Re}(s) > 1 \). With the unique factorization of ideals in Dedekind domain, \( ||I|| = \prod_{p_i \in I} ||p_i||^{e_i} \), where \( p_i \) denotes prime ideals of \( \mathcal{O}_K \). Since norm is multiplicative, when \( \text{Re}(s) > 1 \), we have

\[
\zeta_K(s) = \prod_{p \leq \mathcal{O}_K} \left( 1 - \frac{1}{||p||} \right)^{-1}
\]

4.2 L-series

\( \text{Gal}(L/K) \) is abelian. We continue to write \( G = \text{Gal}(L/K) \), and we let \( \chi \) to be a character at \( G \).

Let \( S \) be set of all ramified prime, so \( S \) is finite. Let \( I^S \) be group of fractional ideals in \( \mathcal{O}_K \) that are coprime to primes in \( S \). Recall we defined the Artin map:

\[
\phi : I^S \rightarrow G
\]

as sending the primes in \( I^S \) to the corresponding Frobenius element in \( G \). We denote the image of \( p \) by \( \phi(p) \). By the multiplicity of \( \phi \), for ideals \( I = \prod_{i=1}^{k} p_i^{e_i} \), \( \phi(I) = \prod_{i=1}^{k} \phi(p_i)^{e_i} \). Then \( \chi \circ \phi \) is a character on \( I^S \). For \( I \notin I^S \), we let \( \chi \circ \phi(I) = 0 \), thereby extending \( \chi \circ \phi \) to all ideals.
Definition 4.4. \(L(s, \chi) = \sum_{n=1}^{\infty} \sum_{||I|| < n} \frac{\chi \circ \phi(I)}{||I||^s} = \sum_{I \subseteq \mathcal{O}_K} \frac{\chi \circ \phi(I)}{||I||^s}\)

Since \(\chi \circ \phi(I)\) is 0 or root of unity, \(\sum_{||I|| < n} \frac{\chi \circ \phi(I)}{||I||^s} \leq \sum_{k=1}^{\infty} j_k \). Thus \(L(s, \chi)\) converges absolutely for \(\text{Re}(s) > 1\).

By the multiplicity of \(\chi \circ \phi\) has the product representation

\[L(s, \chi) = \prod_{p \subseteq \mathcal{O}_K} (1 - \frac{\chi \circ \phi(p)}{||p||^s})^{-1}\]

Notice that if we take \(\chi\) as the trivial character \(\chi_0\),

\[L(s, \chi_0) = \prod_{p \subseteq \mathcal{O}_K, \text{unramified}} (1 - \frac{1}{||p||^s})^{-1}\]

So \(L(s, \chi_0)g(s) = \zeta_K(s)\), if \(g(s) = \prod_{p \text{ ramified}} (1 - \frac{1}{||p||^s})^{-1}\). This is a finite product so it’s analytic on \(\text{Re}(s) > 0\). So for \(1 - \frac{1}{||K||^s} < \text{Re}(s) \leq 1\), we can take \(\frac{\zeta_K(s)}{g(s)}\) as the meromorphic extension of \(L(s, \chi_0)\). This extension should have the same asymptotic behavior as \(\zeta_K(s)\). It’s analytic in the range except for a simple pole at \(s = 1\).

In general for \(\chi \in \hat{G}\) we have the following:

**Theorem 4.5.** \(\sum_{||I|| \leq t} \chi \circ \phi(I) = at + \mathcal{O}(t^{1 - \frac{1}{\text{deg} \chi}})\), where \(a\) is some non-zero constant if \(\chi\) is trivial, and zero if \(\chi\) is non-trivial

The case when the character is trivial has been proven above. Assuming the theorem is true for non-trivial characters, by Lemma 3.1 we know \(L(s, \chi)\) has analytic extension to \(\text{Re}(s) > 1 - \frac{1}{\text{deg} \chi}\), except for a simple pole at \(s = 1\) when \(\chi\) is trivial.

Now to prove the theorem, notice that \(\chi \circ \phi\) as a character on \(I^S\) takes value 1 on kernel of \(\phi\). So \(\chi \circ \phi\) can be regarded as a character on \(I^S/\ker \phi\). Then we need to use the Artin reciprocity. Proofs is found in chapter 5.3 of [15]

**Theorem 4.6** (Artin reciprocity). Let \(L\) be a finite abelian extension of \(K, S\) is the primes ramify in \(L\). Then there exists \(m\) such that the primes dividing \(m\) are precisely the ramified primes. Then we have

\[I^S/K_{m,1}NM_{K}^L(I) \cong G\]

Here \(K_{m,1}\) is the set of principal ideals \((a)\) such that \(a \equiv 1 \mod m\) and \(a\) is totally positive. \(NM_{K}^L(I)\) is the image of ideals in \(L\) under the norm map.

Now let \(\psi\) be a homomorphism \(I^S \to G\) with \(K_{m,1}\) included in the kernel. Since \(K_{m,1}\) has a finite index in \(I^S\) (chapter 5.3 of [15]), \(I^S/K_{m,1}\) is a finite abelian group, so \(\psi\) can be regarded as a 1-dimensional character on \(I^S/K_{m,1}\). Denote a coset of \(K_{m,1}\) in \(I^S\) as \(C\). Now consider \(\sum_{||I|| \leq x} \psi(I) = \sum_C \sum_{||I|| \leq x, I \in C} \psi(I)\).

Since \(\psi\) takes the same value on elements that belong to the same coset of \(K_{m,1}\), we can denote the value of \(\psi\) on the coset \(C\) as \(\psi(C)\). The sum is thus \(\sum_C \psi(C) \sum_{||I|| \leq x, I \in C} 1\)
Now consider the inner sum
\[ \sum_{||I|| \leq x, I \in C} 1 \]

Let \( J \) be a fixed ideal in \( C^{-1} \). Then for any \( I \in C \), there exists \( a \) such that \( a \equiv 1 \mod m \) and \( a \) totally positive such that \( (a) = IJ \). Since \( a \) is totally positive we have:
\[ ||a|| = ||(a)|| = ||I|| ||J|| \]

Thus the inner sum is also
\[ \sum_{||a|| \leq x, ||I|| \leq J} 1 \]

The question is now reduced to counting the number of ideal \( (a) \subseteq J \) with some bound on the norm. In page 210 of [16] the author proves that \( bx + O(x^{1-\epsilon}) \), where \( b \) is independent of \( C \).

\[ \sum_{C} \psi(C)bx + O(x^{1-\epsilon}) \]

By the orthogonality relations of characters, \( \sum_{C} \psi(C) = 0 \) for non-trivial \( \psi \), and is \( cx + O(x^{1-\epsilon}) \) for \( \psi \) being trivial, where \( c \) is some constant depending on \( \mathcal{O}_K \). Since \( \chi \circ \phi \) also takes value 1 on \( K_{m,1} \), it has this property. Thus we have
\[ \sum_{||I|| \leq x} \chi \circ \phi(I) = \begin{cases} o(x^{1-\epsilon}), & \text{if } \chi \circ \phi \text{ is non-trivial} \\ cx + o(x^{1-\epsilon}), & \text{if } \chi \circ \phi \text{ is trivial} \end{cases} \]

Now we can apply the lemma on \( L(s, \chi) \). From the above formula we know that \( L(s, \chi) \) is analytic on \( \Re(s) \geq 1 \) if \( \chi \circ \phi \) is trivial, and that \( L(s, \chi) \) is analytic on \( \Re(s) \geq 1 \) except for a simple pole at \( s = 1 \) if \( \chi \circ \phi \) is trivial character.

### 4.3 Prime Ideal Theorem

We want to prove here the following generalization of the Prime Number Theorem:

**Theorem 4.7.**

\[ \sum_{||p|| \leq x} \chi \circ \phi(p) = \begin{cases} \frac{x}{\log x} + o\left(\frac{x}{\log x}\right) & \text{if } \chi \circ \phi \text{ is the trivial character} \\ o\left(\frac{x}{\log x}\right) & \text{if otherwise} \end{cases} \]

Similar to the proof of prime number theory, we need to some properties of \( \log L(s, \chi) \) in \( \Re(s) \geq 1 \). \( \log L(s, \chi) \) is analytic and doesn’t have zero on \( \Re(s) > 1 \), and we know that \( L(s, \chi) \) is analytic on \( \Re(s) = 1 \) except for maybe a simple pole at \( s = 1 \). Now we only need that \( L(s, \chi) \) is non-zero on \( \Re(s) = 1 \) to make \( \log L(s, \chi) \) well defined.
Lemma 4.8. \( L(s, \chi) \neq 0 \) for any \( \chi \)

Proof. The proof is divided into two cases.

Case 1. Suppose \((\chi \circ \phi)^2\) is not a trivial character. Then say that \(L(1 + it, \chi) = 0\) for \(t \neq 0\), and say \(s = \sigma + it\). For \(\Re(s) > 1\), we can use the product representation of \(L(s, \chi)\) and take its logarithm, which is

\[
\log L(s, \chi) = \sum_{p \subseteq \mathcal{O}_K} \sum_{m=1}^{\infty} \frac{\chi \circ \phi(p^m)}{m||p||^{ms}}
\]

Let \(\chi \circ \phi(p) = e^{at}\) for \(p\) unramified. Thus

\[
L(s, \chi) = \exp \left( \sum_{p \subseteq \mathcal{O}_K, p \text{ unramified}} \sum_{m=1}^{\infty} e^{mi(a-t \log ||p||)} \frac{1}{mp^{m\sigma}} \right)
\]

Take the absolute value, we have

\[
|L(s, \chi)| = \exp \left( \sum_{p \text{ unramified}} \sum_{m=1}^{\infty} \cos(m(a-t \log ||p||)) \frac{1}{mp^{m\sigma}} \right)
\]

Then

\[
|L(s, \chi_0)|^2 |L(\sigma + it, \chi)|^4 |L(\sigma + 2it, \chi^2)|
\]

\[
= \exp \left( \sum_{p \text{ unramified}} \sum_{m=1}^{\infty} \frac{1}{mp^{m\sigma}} (3 + 4 \cos m(a-t \log ||p||) + \cos 2m(a-t \log ||p||)) \right)
\]

Also, \(L(\sigma + 2it, \chi^2)\) isn’t a pole, since \(L(s, \chi)\) only has a pole when \(s = 1\) and \(\chi = \chi_0\). The rest is exactly the same as in the Prime number theorem. We can derive a contradiction. \(\square\)

Case 2. Now suppose \(\chi \circ \phi^2\) is trivial character. If the hypothetical zero of \(L(s, \chi)\) is not \(s = 1\), say it’s \(s = 1 + it\). then \(|L(1 + 2it, \chi_0)|\) is finite because \(L(s, \chi)\) has a pole only when \(s = 1\) and \(\chi = \chi_0\). Then the above proof still works out.

Now we only need to consider the case when the hypothetical zero of \(L(s, \chi)\) is \(s = 1\). This is impossible for \(\chi \circ \phi\) being trivial character, so we only need to consider the case when \(\chi \circ \phi\) is non-trivial.

By extending the Dirichlet series product, we find

\[
\zeta_K(s) L(s, \chi) = \sum_I \frac{\sum_{d|I} \chi \circ \phi(d)}{||I||^s}
\]

(3)

when the series is convergent. Now let \(a_n = \sum_{||I||=n} \sum_{d|I} \chi \circ \phi(d)\), and write (3) as a Dirichlet series \(\sum_{n=1}^{\infty} \frac{a_n}{n^s} \).
Since

\[ \sum_{d|I} \chi \circ \phi(d) = \prod_{p|I} (1 + \chi \circ \phi(p) + \chi \circ \phi(p^2) + \ldots + \chi \circ \phi(p^n)) \]

This sum is positive if \( \chi \circ \phi(p) = 1 \), and when \( \chi \circ \phi(p) = -1 \) then the sum is 1 for \( e_p \) being odd and is 0 when \( e_p \) being even. Thus \( a(n) \geq 0 \). For \( I \) being a square, we have \( \sum_{d|I} \chi \circ \phi(d) \geq 1 \). Thus we have the below inequality:

\[ \sum_{I} \frac{\sum_{d|I} \chi \circ \phi(d)}{||I||^s} \geq \sum_{I} \frac{1}{||J||^{2s}} \quad (4) \]

Here we assume the fact that \( \zeta_K(s) \) and \( L(s, \chi) \) has meromorphic extension to the entire complex plane, analytic everywhere except for a simple pole at \( s = 1 \) for \( \zeta_K(s) \) (page 7 of [18]). Then \( \zeta_K(s) L(s, \chi) \) should be analytic everywhere as the pole of \( \zeta_K(s) \) at \( s = 1 \) is cancelled by the hypothetical zero of \( L(s, \chi) \) at \( s = 1 \). Here we cite a theorem of Dirichlet series from page 213 of [16]:

**Theorem 4.9.** The Dirichlet series \( f(s) = \sum_{n=1}^{\infty} \frac{a_n}{n^s} \) with \( a_n \geq 0 \) has a half plane \( \text{Re}(s) > a \) as its domain of convergence. If \( a \) is finite, then \( f(s) \) is non-regular (has a pole) at \( s = a \).

To apply the theorem take \( f(s) = \zeta_K(s) L(s, \chi) \) and so \( f(s) \) is the series \( \sum_{I} \frac{\sum_{d|I} \chi \circ \phi(d)}{||I||^s} \) when both are convergent. Knowing that \( f(s) \) converges everywhere, we want to show that \( \sum_{I} \frac{\sum_{d|I} \chi \circ \phi(d)}{||I||^s} \) also converges everywhere. If it doesn’t, then there exists \( \sigma_0 \) such that \( \sum_{I} \frac{\sum_{d|I} \chi \circ \phi(d)}{||I||^s} \) converges to the right of \( \sigma_0 \) and to the left. Then theorem 4.9 says that \( f(s) \) can’t be extended to the neighbourhood of \( \sigma_0 \), which is not true because we just showed that \( f(s) \) is analytic on the entire complex plane. So \( \sum_{I} \frac{\sum_{d|I} \chi \circ \phi(d)}{||I||^s} \) should be convergent everywhere.

Now take \( \sigma \rightarrow \frac{1}{2} \) in equation 4. The left is convergent, while the right diverges. So we derive a contradiction, which means \( L(s, \chi) \) can’t have an zero at \( s = 1 \).

Combining with case 1 we show that \( L(s, \chi) \) is non-zero on \( \text{Re}(s) = 1 \). Then if \( \chi \circ \phi \) is non-trivial, \( L(s, \chi) \) is non-zero and analytic on \( \text{Re}(s) \geq 1 \), thus \( L(s, \chi) \) is also analytic in this region, and so is \(-\frac{L'(s, \chi)}{L(s, \chi)} \). If \( \chi \circ \phi \) is the trivial character, similar to in the proof of the Prime Number Theorem, we can prove that \(-\frac{L'(s, \chi)}{L(s, \chi)} \) has a simple pole at \( s = 1 \) with residue 1.

Now for \( \text{Re}(s) > 1 \), use the product representation of \( L(s, \chi) \) and differentiate its logarithm, we obtain

\[ -\frac{L'(s, \chi)}{L(s, \chi)} = \sum_{p \subseteq \mathcal{O}_K} \frac{\log ||p||}{||p||^s} \chi \circ \phi(p) + \sum_{p \subseteq \mathcal{O}_K} \sum_{m=2}^{\infty} \frac{\log ||p||}{||p||^{m+1}} \chi \circ \phi(p) \]
Since there are only at most \([K : \mathbb{Q}]\) of \(p\) above a rational prime \(p\), and that \(||p|| \geq p\), we know that

\[
\sum_{m=2}^{\infty} \frac{\log ||p|| \chi \circ \phi(p)}{||p||^s} \leq \mathcal{O}(\sum_{p} \sum_{m=2}^{\infty} \frac{1}{p^m a})
\]

Since \(\sum_{p} \sum_{m=2}^{\infty} \frac{1}{p^m a}\) is analytic on \(\text{Re}(s) = 1\), \(-\frac{L(s, \chi)}{L(s, \chi')}\) has the same pole and same residue as \(\sum_{p} \sum_{m=2}^{\infty} \frac{\log ||p|| \chi \circ \phi(p)}{||p||^s} \) when \(s \to 1\). Now we write \(\sum_{p} \sum_{m=2}^{\infty} \frac{1}{p^m a}\) as a Dirichlet series, namely

\[
\sum_{n=1}^{\infty} \sum_{||p||=n} \frac{\log ||p|| \chi \circ \phi(p)}{n^s}
\]

This allows us the apply the following Wiener-Ikehara theorem.

**Theorem 4.10** (Wiener-Ikehara). Consider two Dirichlet series

\[
f(s) = \sum_{m=1}^{\infty} \frac{a_m}{n^s}, \quad a_m \geq 0
\]

And

\[
g(s) = \sum_{m=1}^{\infty} \frac{b_m}{n^s}
\]

such that both are absolutely convergent for \(\text{Re}(s) > 1\). Also \(f(s)\) is analytic on \(\text{Re}(s) = 1\) except for a simple pole at \(s = 1\) with residue 1, and \(g(s)\) is analytic on \(\text{Re}(s) = 1\), having either a simple pole at \(s = 1\) with residue \(\eta\) or being analytic at \(s = 1\) (in which case we can take \(\eta\) as 0). Then if \(\exists c\) such that \(|b_m| \leq c|a_m|\), we have

\[
\lim_{x \to \infty} \frac{\sum_{m \leq x} b_m}{x} = \eta
\]

i.e., \(\sum_{m \leq x} b_m \sim \eta x\).

Apply the Wiener-Ikehara theorem: let \(f(s)\) be \(\sum_{n=1}^{\infty} \frac{a(n) \log n}{n^s}\) where \(a(n)\) is 1 if \(n\) is a prime and 0 otherwise. \(f(s)\) is analytic on \(\text{Re}(s) \geq 1\) except for a simple pole at \(s = 1\) with residue 1. Let \(g(s)\) be \(\sum_{n=1}^{\infty} \frac{\log ||p|| \chi \circ \phi(p)}{n^s}\). We showed above that \(g(s)\) is analytic on \(\text{Re}(s) \geq 1\) except for possibly a simple pole at \(s = 1\) with residue \(\eta\) (\(\eta = 1\) if \(\chi \circ \phi\) is trivial character and 0 otherwise).

Also the coefficient of \(\frac{1}{n}\) is at most \(\sum_{||p||=n} \log ||p|| \leq [K : \mathbb{Q}] n\). Thus

\[
\sum_{||p||=n} \log ||p|| \chi \circ \phi(p) \leq [K : \mathbb{Q}] a(n) \log n
\]

Apply Wiener-Ikehara theorem, we get that

\[
\sum_{||p|| \leq x} \chi \circ \phi(p) \log p \sim \eta x
\]
Now let $a(n) = \sum_{|p| = n} \chi \circ \phi(p)$, $b(n) = \sum_{|p| = n} \chi \circ \phi(p) \log p$. Doing the same partial summation as we did in the Prime number theorem proof, we get that
\[
\sum_{|p| \leq x} \chi \circ \phi(p) = \begin{cases} \frac{x}{\log x} + o\left(\frac{x}{\log x}\right) & \text{if } \chi \circ \phi \text{ is the trivial character} \\ o\left(\frac{x}{\log x}\right) & \text{if otherwise} \end{cases} \tag{5}
\]
(5) is the generalized version of prime number theorem in number field extension. However, we can get more than the Prime Number Theorem from (5): we can derive Chebotarev density theorem for $L/K$ abelian.

4.4 Chebotarev Density theorem as a corollary

**Corollary 4.10.1** (Chebotarev density theorem). For $G = \text{Gal}(L/K)$ abelian, take $a \in G$. Then we have
\[
\frac{\#\{p : ||p|| \leq x, \phi(p) = a\}}{\#\{p : ||p|| \leq x\}} \to \frac{1}{|G|} \text{ as } x \to \infty
\]

*Proof.* Since $G$ is finite abelian, it admits only 1-dimensional characters $\chi$, and $\chi \circ \phi$ is trivial iff $\chi$ is the trivial character $\chi_0$. Then consider
\[
\sum_{||p|| \leq x} \sum_{\chi \in \hat{G}} \chi(a^{-1} \phi(p)) \tag{6}
\]
By orthogonality relations of characters, we know that $\sum_{\chi \in \hat{G}} \chi(a^{-1} \phi(p))$ is 0 if $\phi(p) \neq a$ and is $|G|$ if $\phi(p) = a$. Thus (6) is $|G| \cdot \#\{p : ||p|| \leq x, \phi(p) = a\}$

However, (6) is also
\[
\chi_0(a^{-1}) \sum_{||p|| \leq x} \chi_0\phi(p) + \sum_{\chi \text{ non-trivial}} \chi(a^{-1}) \sum_{||p|| \leq x} \chi\phi(p) \tag{7}
\]
By (5), we know that (7) is $\frac{x}{\log x} + o\left(\frac{x}{\log x}\right)$. Then equates two expressions of (6), we get that
\[
\frac{\#\{p : ||p|| \leq x, \phi(p) = a\}}{\#\{p : ||p|| \leq x\}} = \frac{1}{|G|} \left(\frac{x}{\log x} + o\left(\frac{x}{\log x}\right)\right) \to \frac{1}{|G|} \text{ as } x \to \infty
\]
So we prove the Chebotarev density theorem for abelian extension.

4.5 Prime Ideal Theorem and Chebotarev for the non-abelian case

When $L/K$ is not an abelian extension, $\text{Gal}(L/K)$ doesn’t admit only 1-dimensional characters. So we need to generalize L-series associated to characters of $G$. 


Definition 4.11 (Artin L-series). For $G = \text{Gal}(L/K)$ not abelian, let $\rho$ be an irreducible representation of $G$. Take $P$ an unramified prime in $\mathcal{O}_L$, and let $p$ be the prime below it in $\mathcal{O}_K$. Recall that $[\frac{L/K}{P}]_\alpha \equiv \alpha^{||p||} \text{ mod } P$. Then $L(s,\rho,L/K)$ is defined as

$$L(s,\rho,L/K) = \prod_{P \text{ unramified in } \mathcal{O}_L} \frac{1}{\det(1 - \rho|\frac{L/K}{P}|) \cdot \frac{1}{||p||^s}}$$

Since determinant is an invariant under conjugation and different $P$ above the same $p$ are conjugates of each other, the series is independent of the chose of $P$.

Notice that $[\frac{L/K}{P}]$ is diagonalizable since it has finite order in $G$. Also the eigenvalues satisfy the polynomial $x^f - 1 = 0$, so they are roots of unity. Recall that the character of $\rho$ is the trace of its matrix denoted as $\chi_\rho$.

Now assume some nice properties of $L(s,\rho,L/K)$ that we will prove later on:

$L(s,\rho,L/K)$ is analytic and non-zero on $\text{Re}(s) \geq 1$. Then we will know that $-\frac{L'(s,\rho,L/K)}{L(s,\rho,L/K)}$ has the same pole and residue on $\text{Re}(s) = 1$ as $\sum_{p \text{ unramified in } \mathcal{O}_L} \log ||p|| \chi_\rho(|\frac{L/K}{P}|^m)$. So

$$-\frac{L'(s,\rho,L/K)}{L(s,\rho,L/K)} = \sum_{p \text{ unramified in } \mathcal{O}_L} \sum_{m=1}^{\infty} \frac{\log ||p|| \chi_\rho(|\frac{L/K}{P}|^m)}{||p||^{ms}}$$

If the dimension of $\rho$ is $n$, then

$$\sum_{p \text{ unramified in } \mathcal{O}_L} \sum_{m=2}^{\infty} \frac{\log ||p|| \chi_\rho(|\frac{L/K}{P}|^m)}{||p||^{ms}} \leq n \sum_{p \text{ unramified in } \mathcal{O}_L} \sum_{m=2}^{\infty} \frac{\log ||p||}{||p||^{ms}}$$

which we proved to be convergent for $\text{Re}(s) > \frac{1}{2}$. Thus $-\frac{L'(s,\rho,L/K)}{L(s,\rho,L/K)}$ has the same pole and residue on $\text{Re}(s) = 1$ as $\sum_{p \text{ unramified in } \mathcal{O}_L} \log ||p|| \chi_\rho(|\frac{L/K}{P}|^m)$. Then by exactly the same proof as in the abelian case we can show that

$$\sum_{||p|| \leq x} \chi_\rho(|\frac{L/K}{P}|) = \begin{cases} \frac{x}{\log x} + o\left(\frac{x}{\log x}\right) & \text{if } \chi_\rho \text{ is the trivial character} \\ o\left(\frac{x}{\log x}\right) & \text{if otherwise} \end{cases}$$

This proves the Prime Ideal Theorem for the non-abelian case.

Corollary 4.11.1 (Chebotarev Density theorem for non-abelian case). Let $C$ be an arbitrary conjugacy class in $G = \text{Gal}(L/K)$, then we have

$$\frac{\#\{p : ||p|| \leq x, [\frac{L/K}{P}] \in C\}}{\#\{p : ||p|| \leq x\}} \to \frac{|C|}{|G|} \text{ as } x \to \infty$$

Proof. Let $f$ be a class function on $G$ that takes 1 on elements in $C$ and 0 otherwise. Since the irreducible characters span the space of class function, we
can write \( f \) as a linear combination of irreducible characters. Say \( \chi_1, ..., \chi_g \) are the irreducible characters of \( G \), then say

\[
f = \sum_{i=1}^{g} a_i \chi_i
\]

Also \( \sum_{\mu \in G} f(\mu) = |C| \). But we also have

\[
\sum_{\mu \in G} f(\mu) = \sum_{i=1}^{g} a_i \sum_{\mu \in G} \chi_i(\mu) = a_0 |G|
\]

where \( a_0 \) is the coefficient of trivial character. Thus \( a_0 = \frac{|C|}{|G|} \).

The number of \( p \subseteq \mathcal{O}_K, ||p|| \leq x \) that maps to \( C \) is

\[
\sum_{||p|| \leq x} f([L/K_p]) = \sum_{||p|| \leq x} \sum_{i=1}^{g} a_i \chi_i([L/K_p]) = |C| \frac{x}{|G| \log x} + o\left(\frac{x}{\log x}\right)
\]

and we have

\[
\frac{\#\{p : ||p|| \leq x, [L/K_p] \in C\}}{\#\{p : ||p|| \leq x\}} \to \frac{|C|}{|G|} \quad \text{as } x \to \infty
\]

Now our task becomes to ensure that \( L(s, \rho, L/K) \) has the nice properties we mentioned. We do this by reducing \( L(s, \rho, L/K) \) into product of \( L(s, \chi) \)'s, in which \( \chi \) are abelian characters.

For this purpose we need some properties.

1. \( L(s, \rho_1 + \rho_2, L/K) = L(s, \rho_1, L/K)L(s, \rho_2, L/K) \). This comes from the linearity of \( \log L(s, \rho_1 + \rho_2, L/K) \)

2. Let \( \rho \) be representation of \( \text{Gal}(L/F) \) with character \( \chi_\rho \), and \( \rho^* \) is the representation of \( \text{Gal}(L/K) \) induced by \( \rho \) with character \( \chi_{\rho^*} \). Then

\[
L(s, \rho^*, L/K) = L(s, \rho, L/F)/g(s, \rho)
\]

for \( g(s, \rho) \) being non-zero regular function. This is true also for \( F/K \) not Galois.

**Proof.** Take \( g(s, \rho) \) to be \( \prod_{p \in S} \frac{1}{\det(1 - \rho^*(p/K_p) ||p||^{-s})} \), where \( S \) denotes the set of \( p \in \mathcal{O}_K \) such that \( p \) is unramified in \( \mathcal{O}_F \) and ramified in \( \mathcal{O}_L \), and \( \mathcal{P}_F = \mathcal{P} \cap F \).

Then it is sufficient to examine \( p \) unramified in \( L \) and the primes in \( F, L \) that is above \( p \).

Say \( p = q_1 q_2 ... q_r \) in \( F \). Let \( f_i = f(q_i|p) \), the inertia degree of \( q_i \) over \( p \). We still denote the subgroup fixing \( F \) as \( H \). Fix a prime \( \mathcal{P} \in \mathcal{O}_L \) above \( p \) and let
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τ_i ∈ G such that τ_i P ∩ F = q_i. Denote \( \frac{[L/K]}{[P]} \) as μ. We have the decomposition of G into cosets of H given by

\[
G = \bigcup_{i=1}^{r} \bigcup_{x_i=1}^{f_i} Hτ_iμ^{x_i}
\]

This can be checked by checking that \( Hτ_iμ^{x_i} \cap Hτ_jμ^{x_j} = \emptyset \).

Now

\[
χ_ρ^*(μ^n) = \sum_{i=1}^{r} \sum_{x_i=0}^{f_i-1} χ_ρ(τ_iμ^nτ_i^{-1})
\]

where \( χ_ρ(τ_iμ^nτ_i^{-1}) = 0 \) if \( τ_iμ^nτ_i^{-1} \) is not in \( H \), because \( μ^{x_i} \) and \( μ^{-x_i} \) cancel in the middle. So it is also

\[
\sum_{i=1}^{r} f_i χ_ρ((τ_iμτ_i^{-1})^n)
\]

Notice that \((τ_iμτ_i^{-1})^n = \frac{[L/K]}{[τ_iP]}n\). It is in \( H \) iff it acts trivially in \( F \). But \( \frac{[L/K]}{[τ_iP]}n = \frac{[F/K]}{q_i}n \), which is trivial iff the order of \( \frac{F/K}{q_i} \) divides \( n \).

Thus each factor of \( \log L(s, ρ^*, L/K) \) is associated to \( p \) is

\[
\sum_{n=1}^{∞} \frac{1}{n||p||^n} χ_ρ^*\left(\frac{[L/K]}{[P]}n\right)
\]

\[
= \sum_{i=1}^{r} f_i \sum_{n=1}^{∞} \frac{1}{n||p||^n} χ_ρ((τ_iμτ_i^{-1})^n)
\]

But \( χ_ρ((τ_iμτ_i^{-1})^n) = 0 \) unless \( f_i|n \). So it is summing over \( n \) that are multiples of \( f_i \). Now take \( n = f_it \), \( t \) running through all the positive integers. Then the sum is

\[
\sum_{i=1}^{r} \sum_{t=1}^{∞} \frac{f_i}{t||p||^n} χ_ρ((τ_iμτ_i^{-1})^n t)
\]

But \( ||p||^{f_i} = ||q_i|| \), so \((τ_iμτ_i^{-1})^n t = \frac{[L/K]}{[τ_iP]}t = \frac{[F/K]}{q_i}t \). Thus the sum is

\[
\sum_{i=1}^{r} \sum_{t=1}^{∞} \frac{1}{t||q_i||^n} χ_ρ\left(\left[\frac{F/K}{q_i}\right]t\right)
\]

This is the factor of \( \log L(s, ρ, F/K) \) corresponds to \( q_i \) that are above \( p \). So the proof is complete.

We know L-series do not change under induction. We state a lemma that will be proven later.

**Lemma 4.12.** Let \( ρ \) be an irreducible representation of \( G \). Then \( χ_ρ \) is a rational linear combination of characters induced from the cyclic subgroups of \( G \). Moreover, if \( ρ \) is non-trivial character, then it is a rational linear combination of characters induced from the non-trivial characters of cyclic subgroups of \( G \).
To be precise, let \( a \) denote the number of cyclic subgroups of \( G \), and let \( i \) denote the \( i \)th cyclic subgroup. Let \( n_i \) denotes the cardinality of the \( i \)th cyclic subgroup \( H_i \). For a fixed cyclic subgroup \( H_i \), let \( \zeta_{ij} \) be the irreducible (thus 1-dimensional) characters of \( H_i \) where \( j \) runs through 0 to \( n_i - 1 \), and \( \zeta_{i0} \) is the trivial character. Then we have

\[
\chi_\rho = \sum_{ij} u_{ij} \zeta_{ij}^*.
\]

Where \( u_{ij} \) are rationals. When \( \rho \) is non-trivial representation on \( G \), we can have \( u_{i0} = 0, \forall i \).

If we assume the lemma, we have

\[
L(s, \rho, L/K) = \prod_{ij} L(s, \zeta_{ij}, L/\Omega_i)^{u_{ij}}
\]

where \( \Omega_i \) is the fixed field of \( H_i \). Moreover \( \zeta_{ij} \) are all non-trivial. Since the cyclic group is abelian, we can apply what we proved in the abelian case: \( L(s, \zeta_{ij}, L/\Omega_i) \) is analytic and non-zero on \( \text{Re}(s) \geq 1 \), so we can take rational power of it in \( \text{Re}(s) \geq 1 \) and it is still analytic and non-zero, so the product \( \prod_{ij} L(s, \zeta_{ij}, L/\Omega_i)^{u_{ij}} \) is also non-zero and analytic here. Thus we prove the nice properties of \( L(s, \rho, L/K) \) required.

Now the only thing left is to show the lemma.

Proof. Recall the Frobenius reciprocity we discussed in the background section:

Suppose \( H \) is a subgroup of \( G \), and let \( \psi, \phi \) be two class functions. Then we have

\[
(\phi, \text{Res}_H^G \psi)_H = (\phi^*, \psi)_G
\]

Let \( \psi_k \) run through the irreducible characters of \( G \), \( 0 \leq k \leq g - 1 \), and \( \psi_0 \) denote the trivial character. Since the induced character \( \zeta_{ij}^* \) is a class function, we can have

\[
\zeta_{ij}^* = \sum_k r_{jik} \psi_k
\]

where \( r_{jik} \) are rationals. We also know the inner product \( (\zeta_{ij}^*, \psi_k)_G = r_{jik} \). By Frobenius reciprocity we have

\[
(\zeta_{ij}, \text{Res}_H^G \psi_k)_H = (\zeta_{ij}^*, \psi_k)_G = r_{jik}
\]

Now restricting \( \psi_k \) to \( H_i \) is a character on \( H_i \). So we have

\[
\psi_k(\tau) = \sum_j b_{jik} \zeta_{ij}(\tau)
\]

for \( \tau \in H_i \). So \( b_{jik} = (\text{Res}_H^G \psi_k, \zeta_{ij})_H = r_{jik} \). Now we have a system of equations

\[
\zeta_{ij}^* = \sum_k r_{jik} \psi_k
\]
Now if we collect these coefficients into a matrix, and let $M$ be the matrix below:

\[
\begin{bmatrix}
  r_{110} & \cdots & r_{11g} \\
  r_{210} & & r_{21g} \\
  \vdots & & \vdots \\
  r_{n10} & \cdots & r_{n1g} \\
  \vdots & & \vdots \\
  r_{na0} & \cdots & r_{nag}
\end{bmatrix}
\]

Then we have

\[
\begin{bmatrix}
  \zeta_{11}^* \\
  \vdots \\
  \zeta_{1n1}^* \\
  \zeta_{21}^* \\
  \vdots \\
  \zeta_{2n2}^* \\
  \vdots \\
  \zeta_{a1}^* \\
  \vdots \\
  \zeta_{an_a}^*
\end{bmatrix} = M
\begin{bmatrix}
  \psi_0 \\
  \vdots \\
  \psi_g
\end{bmatrix}
\]

We wish to show that $M$ has a left inverse, say $M^*$. Then

\[
M^* \begin{bmatrix}
  \zeta_{11}^* \\
  \vdots \\
  \zeta_{1n_a}^*
\end{bmatrix} = \begin{bmatrix}
  \psi_0 \\
  \vdots \\
  \psi_g
\end{bmatrix}
\]

which exists if the rank of $M = \# \text{ columns of } M$. Suppose that rank of $M < g$, then the columns of $M$ are linearly dependent. There exists $c_0, \ldots, c_{g-1}$ not all zero such that

\[
c_0 r_{j0} + \ldots + c_{g-1} r_{jg-1} = 0
\]

for all $j, i$.

Now fix $H_i$ and for any $\tau \in H_i$

\[
\sum_{k=0}^{g-1} c_k \psi_k(\tau) = \sum_{k=0}^{g-1} c_k \sum_{j=0}^{n_i-1} r_{jik} \zeta_{ij}(\tau) = \sum_{j=0}^{n_i-1} \zeta_{ij}(\tau) \sum_{k=0}^{g-1} c_k r_{jik} = 0
\]

Since each element in $G$ generates a cyclic group, each element is in some cyclic group $H_i$. Thus for all $\tau \in G$, $\sum_{k=0}^{g-1} c_k \psi_k(\tau) = 0$. Thus $\sum_{k=0}^{g-1} c_k \psi_k = 0$. Then $\psi_0, \ldots, \psi_{g-1}$ are not linearly independent. But irreducible characters of $G$ are linearly independent, so we derive a contradiction. Thus the rank of $M$ is $g$, which shows that each $\psi_k$ can be expressed as a rational combination of $\zeta_{ij}^*$. We have shown that $\psi_k = \sum_{i=1}^a \sum_{j=0}^{n_i-1} u_{ij} \zeta_{ij}^*$. We are going to show that if $\psi_k$ is non-trivial then $u_{i0} = 0$. 

24
Proof. Fix $H_i$. By definition of induced character, we have that $\forall g \in G$

$$\sum_{j=0}^{n_i-1} \zeta_{ij}^*(g) = \sum_{t \in G, tgt^{-1} \in H_i} \sum_{j=0}^{n_i-1} \zeta_{ij}(tgt^{-1}) \frac{1}{|H_i|}$$

Since $\zeta_{ij}$ runs through all characters of $H_i$, by the orthogonality relations of characters we know that

$$\sum_{j=0}^{n_i-1} \zeta_{ij}(tgt^{-1}) = \begin{cases} 0, & \text{if } tgt^{-1} \neq 1 \\ |H_i|, & \text{if } tgt^{-1} = 1 \end{cases}$$

But $tgt^{-1} = 1$ iff $g = 1$. Let’s denote $\sum_{j=0}^{n_i-1} \zeta_{ij}(tgt^{-1})$ as $T_i(g)$. Then we know that $T_i(g) = 0$ for $g \neq 1$, and is $|G|$ when $g = 1$. Thus we know that

$$\zeta_{i0}^* = (- \sum_{j=1}^{n_i-1} \zeta_{ij}^*) + T_i$$

Now consider $\psi_k$ non-trivial character of $G$. We have that

$$\psi_k = \sum_{i=1}^{a} \sum_{j=0}^{n_i-1} u_{ij} \zeta_{ij}^*$$

$$= \sum_{i=1}^{a} u_{i0} T_i + \sum_{i=1}^{a} \sum_{j=1}^{n_i-1} (u_{ij} - u_{i0}) \zeta_{ij}^*$$

Now take the inner product with the trivial character $\psi_0$. We know that

$$\langle \psi_k, \psi_0 \rangle_G = \sum_{i=1}^{a} u_{i0} \langle T_i, \psi_0 \rangle_G + \sum_{i=1}^{a} \sum_{j=1}^{n_i-1} (u_{ij} - u_{i0}) \langle \zeta_{ij}^*, \psi_0 \rangle_G$$

But it is also 0. By Frobenius reciprocity, $\langle \zeta_{ij}^*, \psi_0 \rangle_G = 0$. So we have that

$$\langle \psi_k, \psi_0 \rangle_G = \sum_{i=1}^{a} u_{i0} \langle T_i, \psi_0 \rangle_G = 0$$

$$= \sum_{i=1}^{a} u_{i0} T_i(1) = 0$$

We already know that $\psi_k - \sum_{i=1}^{a} \sum_{j=1}^{n_i-1} u_{ij} \zeta_{ij}^* = \sum_{i=1}^{a} u_{i0} T_i$. But $\sum_{i=1}^{a} u_{i0} T_i$ takes 0 on $g \neq 1$ ($T_i(g) = 0$ for each $i$) and also takes 0 on $g = 1$. Therefore $\sum_{i=1}^{a} u_{i0} T_i$ is identically zero. So we have $\psi_k = \sum_{i=1}^{a} \sum_{j=1}^{n_i-1} (u_{ij} - u_{i0}) \zeta_{ij}^*$. This shows that $\psi_k$ is a linear combination of characters introduced from non-trivial characters of cyclic subgroups of $G$, and we are done. □
5 Properties of Riemann zeta function and Riemann Hypothesis

The proof of the Prime Number Theorem reveals that the non-zero property of zeta function on Re($s$) = 1 gives the asymptotic formula for $\pi(x)$. The celebrated Riemann Hypothesis assumes a more precise distribution of zero of $\zeta(s)$: the non-trivial zeros are all on Re($s$) = $\frac{1}{2}$. And this is expected to give a better error bound to the Prime Number Theorem. The equivalent statement, or say a well-known consequence of Riemann Hypothesis is that, (Assuming Riemann Hypothesis),

$$\pi(x) = \text{Li}(x) + O(\sqrt{x \log x})$$

For the statement of Riemann Hypothesis to even make sense, we need to first define Riemann zeta function on the entire complex plane.

5.1 Gamma function and some of its properties

Let’s start by defining Gamma function, a component in the functional equation and in meromorphic extension to $\zeta(s)$.

**Definition 5.1.** $\Gamma(s) = \int_0^\infty e^{-t} t^{s-1} dt$ for Re($s$) > 0

First notice that this is a well defined function. Say Re($s$) = $\varepsilon$ > 0, then

$$|\Gamma(s)| = \left| \int_0^\infty e^{-t} t^{s-1} dt \right| \leq \int_0^\infty e^{-t} t^{\varepsilon-1} dt = \int_1^\infty e^{-t} t^{\varepsilon-1} dt + \int_0^1 e^{-t} t^{\varepsilon-1} dt$$

$\int_1^\infty e^{-t} t^{\varepsilon-1} dt$ always converges, and $\int_0^1 e^{-t} t^{\varepsilon-1} dt = O(\int_0^1 t^{\varepsilon-1} dt)$, which converges when $\varepsilon > 0$. Thus the integral converges absolutely when Re($s$) > 0.

As $s \to 0$, $\int_1^\infty e^{-t} t^{\varepsilon-1} dt$ goes to infinity. So as for Re($s$) ≤ 0, we need other definition of $\Gamma(s)$.

Below are two ways to extend the function. Each of them gives some property of $\Gamma(s)$.

1. Extension by "integrating by parts"

   For Re($s$) > 0, $\int_0^\infty e^{-t} t^s dt$. By integrating by parts, we have

   $$\frac{\Gamma(s+1)}{s} = \Gamma(s)$$

   For $-1 < \text{Re}(s) \leq 0$, $\frac{\Gamma(s+1)}{s} = \Gamma(s)$, $s \neq 0$ is well defined and analytic. For $s = 0, \Gamma(s+1) = \Gamma(1) = 1$, so $\frac{\Gamma(s+1)}{s} = \Gamma(s)$ will have simple pole at $s = 0$. Thus for $-1 < \text{Re}(s) \leq 0$, we can define $\Gamma(s)$ as $\frac{\Gamma(s+1)}{s}$. We obtain a meromorphic extension of $\Gamma(s)$ to Re($s$) > −1. But now we can extend it to $-2 < \text{Re}(s) \leq -1$ in a similar way. Repeating the same process we can define $\Gamma$ on the entire complex plane:

   $$\Gamma(s) = \begin{cases} 
   \int_0^\infty e^{-t} t^{s-1} dt, & \text{Re}(s) > 0 \\
   \frac{\Gamma(s+k+1)}{\zeta(1-k)} \zeta(k+1) \ldots \zeta(n+1), \quad -k-1 < \text{Re}(s) \leq -k, k \in \mathbb{Z}^+ \cup \{0\}
   \end{cases}$$
From the above formula we can find out that the poles of \( \Gamma(s) \) are 0 and all the negative integers, but we can’t get accurate information about zeros. Here the product representation of \( \Gamma(s) \) will tell us clearly that \( \Gamma(s) \) is no-where 0.

Since
\[
\lim_{n \to \infty} \left(1 - \frac{t}{n}\right)^n = e^{-t}
\]
and the convergence is uniform, we can plug it into the integral representation of \( \Gamma(s) \) and we get
\[
\Gamma(s) = \lim_{n \to \infty} \int_0^n t^{s-1} (1 - \frac{t}{n})^n dt
\]
By integrating by parts, this is
\[
\lim_{n \to \infty} \frac{1}{n^n} \cdot \frac{n}{s} \int_0^n t^s (n-t)^{n-1} dt
\]
Repeating the same process, we can get the expression of \( \Gamma(s) \):
\[
\lim_{n \to \infty} \frac{1}{n^n} \cdot \frac{n}{s} \cdot \frac{n-1}{s+1} \cdot \ldots \cdot \frac{1}{s+n-1} \cdot \int_0^n t^{s+n-1} dt
\]
\[
= \lim_{n \to \infty} \frac{n^n}{s} \cdot \frac{1}{s+1} \cdot \ldots \cdot \frac{1}{s+n-1} \cdot \frac{n}{s+n}
\]
\[
= \lim_{n \to \infty} \frac{n^n}{s} \cdot \frac{1}{s+1} \cdot \frac{2}{s+2} \cdot \frac{n}{s+n}
\]
This product converges for \( \text{Re}(s) > 0 \). Now insert a "convergence factor" to make this product converge everywhere.

**Lemma 5.2.**
\[
\lim_{n \to \infty} \sum_{k=1}^n \frac{1}{k} - \log n \text{ exists}
\]

**Proof.** Write \( \log n \) as
\[
(\log 2 - \log 1) + (\log 3 - \log 2) + \ldots + (\log n - \log n-1)
\]
So when \( n \) is finite, the sum is
\[
\sum_{k=1}^{n-1} \frac{1}{k} - \log \frac{k+1}{k} + \frac{1}{n}
\]
Use the Taylor expansion of \( \log(1 + \frac{1}{k}) \)
\[
\log(1 + \frac{1}{k}) = \frac{1}{k} - \frac{1}{2k^2} + \frac{1}{3k^3} - \frac{1}{4k^4} + \ldots
\]
Thus we have
\[
\frac{1}{k} - \log(1 + \frac{1}{k}) = \frac{1}{2k^2} - \frac{1}{3k^3} + \frac{1}{4k^4} + \ldots
\]
Which is less than \( \frac{1}{2k^2} \)

Thus

\[
\sum_{k=1}^{n-1} \frac{1}{k} - \log \frac{k + 1}{k} + \frac{1}{n} \leq \sum_{k=1}^{n-1} \frac{1}{2k^2} + \frac{1}{n}
\]

Take the limit as \( n \to \infty \), \( \sum_{k=1}^{n-1} \frac{1}{2k^2} + \frac{1}{n} \) converges. Also \( \frac{1}{k} - \log \frac{k + 1}{k} \geq 0 \). Thus the limit exists. We denote the limit as \( \gamma \), the Euler constant.

Now go back to \( \Gamma(s) \). From the product representation of \( \Gamma(s) \) we know that

\[
\frac{1}{\Gamma(s)} = \lim_{n \to \infty} sn^{-s} \prod_{k=1}^{n} (1 + \frac{s}{k})
\]

\[
= \lim_{n \to \infty} s \cdot e^{s(\sum_{n=1}^{\infty} \frac{1}{n} - \log n)} \prod_{k=1}^{n} (1 + \frac{s}{k}) e^{-\frac{s}{k}}
\]

\[
= se^{\gamma} \prod_{k=1}^{\infty} (1 + \frac{s}{k}) e^{-\frac{s}{k}}
\]

Which converges everywhere. Thus we can take

\[
\frac{1}{se^{\gamma} \prod_{k=1}^{\infty} (1 + \frac{s}{k}) e^{-\frac{s}{k}}}
\]

as the meromorphic extension of \( \Gamma(s) \) to the entire complex plane. This product representation shows that \( \Gamma(s) \) is non-zero wherever.

### 5.2 Analytic continuation of \( \zeta(s) \)

Now we are in a good position to define the analytic continuation of \( \zeta(s) \) to the entire complex plane.

When \( \text{Re}(s) > 0 \),

\[
\int_0^{\infty} e^{-nt} t^{s-1} dt = \frac{1}{n^s} \int_0^{\infty} e^{-t} t^{s-1} dt = \frac{\Gamma(s)}{n^s} dt
\]

Since the integral converges absolutely. Then

\[
\lim_{n \to \infty} \sum_{k=1}^{n} \int_0^{\infty} e^{-kt} t^{s-1} dt = \lim_{n \to \infty} \sum_{k=1}^{n} \frac{1}{k^s} \int_0^{\infty} e^{-t} t^{s-1} dt = \Gamma(s) \zeta(s)
\]

But on the other hand we also have

\[
\lim_{n \to \infty} \sum_{k=1}^{n} \int_0^{\infty} e^{-kt} t^{s-1} dt = \int_0^{\infty} \sum_{k=1}^{n} e^{-kt} t^{s-1} dt = \int_0^{\infty} \frac{t^{s-1}}{e^t - 1} dt
\]
Thus we have for $\text{Re}(s) > 1$

$$\zeta(s) = \frac{1}{\Gamma(s)} \int_0^\infty \frac{t^{s-1}}{e^t - 1} dt$$

For $\text{Re}(s) \leq 0$ consider

$$\int_0^\infty \frac{t^{s-1}}{e^t - 1} dt = \int_1^\infty \frac{t^{s-1}}{e^t - 1} dt + \int_0^1 \frac{t^{s-1}}{e^t - 1} dt$$

The integral on $[1, \infty)$ certainly converges. For $\int_0^1 \frac{t^{s-1}}{e^t - 1} dt$, consider the Laurent expansion

$$\frac{1}{e^t - 1} = \frac{1}{t} + A_0 + A_1 t + A_2 t^2 + \ldots$$

Where $A_i$ are constant. The expression converges at $t = 1$. Apply Laurent expansion we get

$$\int_0^1 \frac{t^{s-1}}{e^t - 1} dt = \frac{1}{s - 1} + \frac{A_0}{s} + \frac{A_1}{s + 1} + \ldots$$

Which is analytic except for possible simple poles at $s = 1, 0, -1, -2, \ldots$ Now we can take

$$\zeta(s) = \frac{1}{\Gamma(s)} \int_0^\infty \frac{t^{s-1}}{e^t - 1} dt$$

As the meromorphic extension of $\zeta(s)$ to the entire complex plane. Also $\frac{1}{\Gamma(s)}$ has simple zeros at $s = 0, -1, -2, \ldots$, which cancel out the possible simple poles of $\int_0^1 \frac{t^{s-1}}{e^t - 1} dt$ except for at $s = 1$. So the the meromorphic extension of $\zeta(s)$ to the entire complex plane is analytic everywhere except for a simple pole at $s = 1$.

### 5.3 Trivial zeros of $\zeta(s)$

Now that we have analytic extension of $\zeta(s)$, it’s time to consider its zeros.

Consider the Laurent Expansion

$$\frac{1}{e^t - 1} = \frac{1}{t} + A_0 + A_1 t + A_2 t^2 + \ldots$$

$$\frac{1}{e^{-t} - 1} = -\frac{1}{t} + A_0 - A_1 t + A_2 t^2 - \ldots$$

Summing up the two equations we get

$$-1 = 2A_0 + 2A_2 t^2 + 2A_4 t^4 + \ldots$$

This forces $A_{2k}$ to be 0 for $k$ positive integers. Now plug $s = -2k$ ($k \geq 1$) into expression of $\zeta(s)$, we have

$$\zeta(s) = \frac{1}{\Gamma(-2k)} \left( \frac{1}{-2k - 1} + \frac{A_0}{-2k} + \frac{A_1}{-2k + 1} + \ldots + \int_0^\infty \frac{t^{s-1}}{e^t - 1} dt \right)$$
The pole at $\frac{A_{2k}}{2k+2k}$ is cancelled by $A_{2k} = 0$ and $\frac{1}{\Gamma(-2k)} = 0$. Thus $\zeta(-2k) = 0$. Thus even negative integers are zeros of $\zeta(s)$. It turns out that they are the only zeros on the region $\text{Re}(s) \geq 1$ and $\text{Re}(s) \leq 0$, and we are going to show this by deriving a functional equation that $\zeta(s)$ satisfies.

5.4 **The functional equation of $\zeta(s)$ and the proof from Riemann’s original paper**

Consider

$$\phi(s) = \frac{1}{2} s(s-1)\pi^{-\frac{3}{2}s} \Gamma\left(\frac{1}{2}s\right)\zeta(s)$$

$\phi(s)$ is analytic everywhere since the pole of $\zeta(s)$ is cancelled by $(s-1)$ and the pole of $\Gamma\left(\frac{1}{2}s\right)$ is cancelled by the trivial zeros of $\zeta(s)$ and $s$.

**Theorem 5.3.** \(\phi(s)\) satisfies the functional equation

$$\phi(s) = \phi(1-s)$$

Let’s see what happens if the functional equation is true. Say

$$\frac{1}{2} s(s-1)\pi^{-\frac{3}{2}s} \Gamma\left(\frac{1}{2}s\right)\zeta(s) = \frac{1}{2} s(s-1)\pi^{-\frac{3}{2}(1-s)} \Gamma\left(\frac{1-s}{2}\right)\zeta(1-s) \quad (8)$$

When $\text{Re}(s) \leq 0$, $\text{Re}(1-s) \geq 1$. So $\zeta(1-s)$ and $\Gamma\left(\frac{1-s}{2}\right)$ are non-zero. $s$ is cancelled by the pole of $\zeta(1-s)$ at $s = 0$. Thus the left of equation (8) is zero-free, and so should be the right. That means that for $\text{Re}(s) \leq 0$, the zero of $\zeta(s)$ can only appears at the pole of $\Gamma\left(\frac{1}{2}s\right)$. Also $\zeta(s) \neq 0$ for $s = 0$ because the simple pole of $\Gamma\left(\frac{1}{2}s\right)$ there is cancelled by $s$. This means the zeros of $\zeta(s)$ on $\text{Re}(s) \leq 0$ are exactly the negative even integers $s = -2, -4, \ldots$.

Moreover, for $0 < \text{Re}(s) < 1$, $s$ is a zero of $\zeta(s)$ iff it’s a zero of $\zeta(1-s)$ because other factors in $\phi(s)$ and $\phi(1-s)$ are analytic and non-zero. Thus the zeros of $\zeta(s)$ in $0 < \text{Re}(s) < 1$ is symmetric of $s = \frac{1}{2}$.

Riemann proved the functional equation of $\zeta(s)$ in the first page of [3], which is illustrated as below. The basic idea is to consider

$$\int_{\infty}^{\infty} \frac{(-x)^{s-1}}{e^x - 1} \, dx \quad (9)$$

for $s < 0$ and compute the integral on two contours.

The first way is to take a contour starting from a point $a$ that is above $x$ on real line by distance $\varepsilon$; then go all the way to 0, and then go to point $b$ that is below $x$ by distance $\varepsilon$, and eventually go back to $a$. We denote this contour as $P_1$. Equation 9 is the integral on this contour when $M \to \infty$ and $\varepsilon \to 0$. 
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Since
\[ a = x e^{\varepsilon i}, \quad b = x^{-\varepsilon i} \]
we have
\[ -a = x e^{\pi + \varepsilon i}, \quad -b = x e^{\pi - \varepsilon i} \]
So
\[ (-a)^{s-1} = e^{(s-1)\log x + (s-1)(\pi + \varepsilon)i} \]
Here we take the angle of \( \log x \) to be between \( \pi i \) and \( -\pi i \), so the \( \log x \) is continuous on positive real axis and has discontinuity on negative real axis. \( P_1 \) on the positive half plane so the logarithm function is continuous. The integral along \( P_1 \) is
\[
\lim_{x \to \infty, \varepsilon \to 0} \int_0^x \frac{(-a)^{s-1}}{e^a - 1} da + \int_x^0 \frac{(-b)^{s-1}}{e^b - 1} db
\]
When we take the limit, \( e^a - 1, e^b - 1 \) will be very close to \( e^x - 1 \), So the integral will be
\[
\lim_{x \to \infty, \varepsilon \to 0} \int_0^x \frac{(-a)^{s-1} - (-b)^{s-1}}{e^x - 1} dx = \frac{x^{s-1}(e^{(s-1)\pi i} - e^{-(s-1)\pi i})}{e^x - 1} dx
\]
\[
= (e^{-\pi s i} - e^{\pi s i}) \int_0^\infty \frac{x^{s-1}}{e^x - 1} dx = -2i \sin \pi s \zeta(s) \Gamma(s)
\]
Another way to evaluate the integral \( \int_\infty^{-x} \frac{(-x)^{s-1}}{e^x - 1} dx \) is to consider the contour that starts from a little bit above \( (2n+1)\pi \) and goes counterclockwise along the circle with radius \( (2n+1)\pi \) and center as origin until a little bit below \( (2n+1)\pi \). Then goes left all the way to the origin, goes above the positive real axis and back to where we start. We denote this path as \( P_2 \).
We also denote the contour going counterclockwise of the circle as $C$. Then

$$P_2 = C - P_1$$

Also notice that $\frac{(-x)^{s-1}}{e^x-1}$ is analytic along $P_2$ because the poles only appear at $2n\pi i$, which is not on $P_2$.

Now as $n \to \infty$, the integral of $\frac{(-x)^{s-1}}{e^x-1}$ along $C$ tends to 0. We show this by $M-L$ estimation.

First find an upper bound for $|\frac{1}{e^x-1}|$. This is the same as finding a lower bound for $|e^x-1|$. Since $e^x-1$ is continuous, $\exists \varepsilon$ such that if $|y-(2n+1)\pi i|<\varepsilon$, then we have $|\frac{1}{e^y-1}-\frac{1}{e^{-1}}|<\frac{1}{4}$, which means $\frac{1}{2}<|e^y-1|<\frac{1}{2}$. Now take a circle $C_1$ with center at $(2n+1)\pi$ and radius $\varepsilon$. On $C_1$, $|\frac{1}{e^x-1}|$ is bounded from above. So as the circle $C_2$ with radius $\varepsilon$ and center $-(2n+1)\pi i$. Now say $C_1, C_2$ intersect the big circle at points with $x$-coordinate $t$. So for $-t<\text{Re}(x)<t$, $\frac{1}{e^x-1}$ is bounded from above.

For $t<\text{Re}(x)<(2n+1)\pi$ and $-(2n+1)\pi<\text{Re}(x)\leq -t$, $|\frac{1}{e^x-1}|$ is bounded above by $\frac{1}{e^x-1}$. Thus on the entire circle, $|\frac{1}{e^x-1}|$ is bounded from above, say, by $c$.

The upperbound for $|(-x)^{s-1}|$ is $(2n+1)^{s-1}$.

Thus by $M-L$ estimation, we have

$$\int_C \frac{(-x)^{s-1}}{e^x-1} dx \leq (4n+2)\pi^2((2n+1)\pi)^{s-1}c$$

But $\text{Re}(s)<0$ by our assumption, so the exponent is negative. Since the integral of an entire function doesn’t depend on its path, we can take $n \to \infty$, then $(4n+2)\pi^2((2n+1)\pi)^{s-1}C \to 0$. Thus the integral in 8 can only be 0.
Therefore
\[-\int_{P_1} \frac{(-x)^{s-1}}{e^x - 1} \, dx = \int_{P_2} \frac{(-x)^{s-1}}{e^x - 1} \, dx\]

On the other hand, by residue theorem,
\[\int_{P_2} \frac{(-x)^{s-1}}{e^x - 1} = 2\pi i (\text{sum of residues}) \quad (11)\]

The poles inside $P_2$ are at $s = 0, \pm 2\pi i, \pm 4\pi i, \ldots, \pm 2n\pi i$ for radius being $(2n + 1)\pi$. For a pole at $2k\pi i$, the residue is:
\[\lim_{x \to 2k\pi i} \frac{(-x)^{s-1}(x - 2k\pi i)}{e^x - e^{2k\pi i}} = \lim_{x \to 2k\pi i} \frac{(-2k\pi i)^{s-1}}{x - 2k\pi i} = (-2k\pi i)^{s-1}\]

Plug this into equation (11), we have
\[\int_{\infty}^{\infty} \frac{(-x)^{s-1}}{e^x - 1} \, dx = -2\pi i \sum_{n=1}^{\infty} [(-2n\pi i)^{s-1} + (2n\pi i)^{s-1}]\]

Equate the two expressions for $\int_{\infty}^{\infty} \frac{(-x)^{s-1}}{e^x - 1} \, dx$, we get that
\[\sin \pi s \zeta(s) \Gamma(s) = (2\pi)^{s} \zeta(1 - s) \sin \frac{\pi s}{2} \quad (12)\]

Here we cite two functional equations of $\Gamma(s)$ from page 250 of [17]:
\[\Gamma\left(\frac{1 + s}{2}\right) \Gamma\left(\frac{1 - s}{2}\right) = \frac{\pi}{\cos \frac{\pi s}{2}}\]
\[\Gamma\left(\frac{s}{2}\right) \Gamma\left(s + \frac{1}{2}\right) = \sqrt{2\pi} 2^{\frac{s}{2} - s} \Gamma(s)\]

Both of the above equations can be derived from the product presentation of $\Gamma(s)$. Plug
\[\Gamma(s) = \frac{\Gamma\left(\frac{s}{2}\right)}{\sqrt{2\pi} 2^{\frac{s}{2} - s} \cos \frac{\pi s}{4}} \Gamma\left(\frac{1 - s}{2}\right)\]

into equation (12) and do some algebraic manipulation, we will eventually get
\[\pi^{\frac{s}{2}} \zeta(s) \Gamma\left(\frac{s}{2}\right) = \pi^{\frac{1-s}{2}} \zeta(1 - s) \Gamma\left(\frac{1-s}{2}\right)\]

Thus $\phi(s) = \frac{1}{2} s(s - 1) \pi^{\frac{s}{2}} \zeta(s) \Gamma\left(\frac{s}{2}\right)$ will have the property that $\phi(s) = \phi(1 - s)$ for $\text{Re}(s) < 0$. But both $\phi(s)$ and $\phi(1 - s)$ are analytic on the entire complex plane. So if they agree on $\text{Re}(s) < 0$, they will agree on the entire complex plane. Thus we finish the proof for the functional equation for $\zeta(s)$.

We have some other facts about the zeros of $\zeta(s)$. $\zeta(s)$ has infinitely many zeros in the critical strip, and the number of zeros of $\zeta(s)$ in the rectangle $0 < \text{Re}(s) < 1, 0 < \text{Im}(s) < T$, denoted as $N(T)$, is approximately $\frac{T}{\pi} \log \frac{T}{2\pi} - \frac{T}{2\pi}$. Readers can refer to page 19 of [6] for detailed proof.
5.5 Riemann’s Hypothesis and the error of the Prime Number Theorem

We mentioned earlier an equivalent statement of Riemann’s Hypothesis: All zeros of $\zeta(s)$ in critical strip are on $\text{Re}(s) = \frac{1}{2}$ iff $\pi(x) = \text{Li}(x) + O(\sqrt{x \log x})$. Let’s see why the equivalence should be true.

Recall our proof for asymptotic formula for prime number theorem. We were largely dealing with $\psi(x)$ and we didn’t get into $\pi(x)$ until the very last moment. Let’s follow the same procedure here. For the sake of convenience let us define one more arithematic function besides $\psi(x)$, $\Lambda(x)$.

Definition 5.4. We define $\theta(x)$ such that $\theta(x) = \sum_{p \leq x} \log p$

Notice that by definition of $\psi(x), \theta(x)$,

$$\psi(x) = \theta(x) + \theta(x^{\frac{1}{2}}) + \theta(x^{\frac{1}{3}}) + ..... + \theta(x^{\frac{1}{m}})$$

Where $x^{\frac{1}{m}} \geq 2$ and $x^{\frac{1}{m+1}} < 2$. But

$$\psi(x) - \theta(x) \leq m\theta(x^{\frac{1}{2}}) \leq \frac{\log x}{\log 2} \theta(x^{\frac{1}{2}})$$

Also we cite the fact that $\theta(x) = O(x)$ from page 83 of ([17]). So we know that

$$\psi(x) - \theta(x) = O(\sqrt{x \log x})$$

This difference is way smaller than $\frac{x}{\log x}$. We can see in the following sketch of proof that this error is always smaller than $\psi(x) - x$, so we if we can get the error bound for $\psi(x) - x$, we can get it for $\theta(x) - x$.

The reason we use $\psi(x)$ is that we actually have a very precise formula for $\psi(x)$ which gives us insight of how the location of zero can determine the error bound of the Prime Number Theorem. This is the Von-Mangoldt’s formula:

$$\psi(x) = x - \sum_{\rho} \frac{x^\rho}{\rho} + \sum_{n=1}^{\infty} \frac{x^{-2n}}{2n} - \frac{\zeta(0)'}{\zeta(0)} \quad (x > 1)$$ (13)

Where $\rho$ is the zero of $\zeta(s)$ inside critical strip. This formula can be derived by evaluating the integral $\frac{1}{2\pi i} \int_{a-i\infty}^{a+i\infty} \frac{\zeta'(s)}{\zeta(s)} x^s \, ds$ in two ways, one way gives $\psi(x)$ and the other way gives the right of equation (13). The detailed proof of this formula is in chapter 3 of [6].

As we can see, $\psi(x) - x$ consists of a constant, $-\sum_{\rho} \frac{x^\rho}{\rho}$ where $\rho$ is the zeros in the critical strip, and $-\sum_{\rho} \frac{x^\rho}{\rho}$ when $\rho$ is the trivial zeros.

Notice that $-\sum_{\rho \text{ trivial zeros}} \frac{x^\rho}{\rho}$ behaves even nicer than the constant as it will get smaller when $x \to \infty$. So it contributes nothing to the error $\psi(x) - x$. 
\( x \) (That’s why we say these zeros are trivial). Therefore, the error term is dominated by \( \sum_{\rho} \frac{C}{\rho} \) because they get infinite as \( x \to \infty \). We can see from here that \( \zeta(s) \) being non-zero on \( \text{Re}(s) = 1 \) is crucial to the proof of \( \psi(x) \sim x \): If \( \zeta(s) \) has a zero on \( \text{Re}(s) = 1 \) then \( \sum_{\rho} \frac{x^\rho}{\rho} \) would no longer be a minor term compare to \( x \), and the asymptotic formula is no longer true.

Now say we want to minimize the error of approximating \( \pi(x) \) by \( \text{Li}(x) \), which is \( |\pi(x) - \text{Li}(x)| \). Since we derive \( \pi(x) \) from \( \psi(x) \) we would hope to minimize \( \psi(x) - x \), which is to minimize \( \sum_{\rho} \frac{C}{\rho} \). Since the real part of \( \rho \) determines how \( x^\rho \) grows, we may hope that \( \text{Re}(\rho) \) to very closed to 0. However, we proved in the functional equation that zeros appear in pairs: if \( \rho \) is a zero in the critical strip then \( 1 - \rho \) will also be a zero. So if \( \text{Re}(\rho) \) is far from \( \frac{1}{2} \), either \( \rho \) or \( 1 - \rho \) would have big real part. Therefore, the best hope for us is that all the zeros of \( \zeta(s) \) has real part being \( \frac{1}{2} \), and this is why we care about Riemann Hypothesis: It gives the smallest error bound for \( \psi(x) - x \) and thus \( \pi(x) - \text{Li}(x) \).

To go from here, if we assume that Riemann Hypothesis is true, then we can bound \( \psi(x) \) by

\[
\int_{x-1}^{x} \psi(t)dt \leq \psi(x) \leq \int_{x}^{x+1} \psi(t)dt
\]

Then plug in Mangold’s formula and that \( \rho = \frac{1}{2} + it \). We can ignore \( -\frac{\zeta(0)'}{\zeta(0)} + \sum_{n=1}^{\infty} \frac{x^{-2n}}{2\pi i} \).

Now we need to use the fact that the vertical density of zeros is less than \( 2 \log T \). i.e., for large enough \( T \), the number of zeros \( \rho \) for \( T \leq \text{Im}(\rho) \leq T + 1 \) is less than \( 2 \log T \), and the proof is given in page 71 of [6]. This ensure that there won’t be too many zeros anyway, so when we sum up the terms \( \frac{x^n}{\rho} \) it is dominant by \( \sqrt{T} \). Eventually we can get the following bound:

\[
x - C\sqrt{T}\log x^2 \leq \int_{x-1}^{x} \psi(t)dt \leq \psi(x) \leq \int_{x}^{x+1} \psi(t)dt \leq x + C\sqrt{T}\log x^2
\]

Where the \( \sqrt{T} \) comes from estimating \( |(x+1)^\rho - x^\rho| \) and \( \log x^2 \) comes from summing up the term \( \frac{1}{\rho(x+1)} \). We need the vertical density of zeros. Now we have that

\[
\psi(x) = x + O(\sqrt{T}\log x^2)
\]

The error term here is less than \( \psi(x) - \theta(x) \), so we also have that

\[
\theta(x) = x + O(\sqrt{T}\log x^2)
\]

To go from \( \theta(x) \) to \( \pi(x) \), Notice that

\[
\pi(x) = \sum_{2 \leq n \leq x} \frac{\theta(n) - \theta(n-1)}{\log n}
\]

And \( \text{Li}(x) = \int_{2}^{x} \frac{1}{\log t} dt \). The upper Riemann sum \( \text{Li}^*(x) \) is

\[
\int_{2}^{3} \frac{1}{\log 2} + \int_{3}^{4} \frac{1}{\log 3} + \ldots + \int_{[x]-1}^{[x]} \frac{1}{\log [x]} - 1 + \int_{[x]}^{x} \frac{1}{\log [x]} = \sum_{n=2}^{[x]-1} \frac{1}{\log n} + \frac{x - [x]}{\log [x]}
\]
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Then we have
\[ \pi(x) - \text{Li}^*(x) = \sum_{n=2}^{[x]} \frac{\theta(n) - \theta(n-1) - 1}{\log n} + O(1) \]

Apply Abel’s identity:
\[ \sum_{n=2}^{[x]} \frac{\theta(n) - \theta(n-1) - 1}{\log n} + O(1) = \frac{\theta(x) - x}{\log x} + \int_2^{[x]} \frac{\theta(t) - t}{t \log t^2} + O(1) \]

Then plug in \( \theta(x) - x = O(\sqrt{x} \log x) \), we can get that
\[ |\pi(x) - \text{Li}^*(x)| \leq C \sqrt{x} \log x \]

Similarly, let \( \text{Li}_s(x) \) denote the lower Riemann sum of \( \text{Li}(x) \), we can get \( |\pi(x) - \text{Li}_s(x)| \leq C \sqrt{x} \log x \). Thus we get
\[ |\pi(x) - \text{Li}(x)| \leq O(\sqrt{x} \log x) \]

So assuming the Riemann Hypothesis, we get the intended bound.

6 Artin’s conjecture on primitive roots

Recall that
\[ \zeta_K(s) = \sum_{n=1}^{\infty} \frac{j_n}{n^s} = \sum_{I \in \mathcal{O}_K} \frac{1}{||I||} \]

Where \( j_n \) is the number of \( I \) such that \( ||I|| = n \). This is a natural extension of Riemann zeta function which shares lots of asymptotic behavior with \( \zeta(s) \). It turns out that \( \zeta_K(s) \) also has meromorphic extension to the entire complex plane and also satisfies a functional equation. The proof involves use of higher dimensional Gamma function. Readers can refer to page 7 of [18] for detailed proof. It should be not surprising that \( \zeta_K(s) \) has its own version of Riemann Hypothesis. This is the Generalized Riemann Hypothesis:

Let \( \rho \) be zeros of \( \zeta_K(s) \) such that \( 0 < \text{Re}(\rho) < 1 \), then \( \text{Re}(\rho) = \frac{1}{2} \).

6.1 Artin’s conjecture on primitive roots

Here we will present a corollary of generalized Riemann Hypothesis: Artin’s conjecture on primitive roots

**Definition 6.1.** We say that \( a \) is a primitive root \( \mod p \) if the order of \( a \) \( \mod p \) is \( p - 1 \), i.e., \( a^{p-1} \equiv 1 \mod p \) for any prime \( q \nmid p - 1 \).

Then the Artin’s conjecture on primitive roots is stated as follow:

For any \( a \in \mathbb{Z} \) such that \( a \neq 0, \pm 1 \) or any perfect square, there exists infinitely many primes \( p \) such that \( a \) is a primitive root \( \mod p \). What’s more,
fix $a$, denote $N_a(x)$ as the number of primes $p \leq x$ such that $a$ is a primitive root mod $p$, then we have the following asymptotic formula:

$$N_a(x) \sim A(a) \frac{x}{\log x}$$

In which $A(a)$ is a non-zero constant depending on $a$.

Artin’s primitive root conjecture was proven by Hooley in 1967 assuming the generalized Riemann Hypothesis and the proof is contained in [7]. In fact he gets an error bound for $N_a(x)$:

$$N_a(x) = A(a) \frac{x}{\log x} + O\left(\frac{x \log \log x}{\log x^2}\right)$$

And he gave an expression for $A(a)$. I will present intuition and a sketch of how the proof uses generalized Riemann’s Hypothesis, but the computational details will be omitted. Here we define some notations that are going to be used in the proof:

$R(q,p)$ denotes the event that ”$p \equiv 1 \mod q$ and $a^{\frac{p-1}{q}} \equiv 1 \mod p$”. Notice that $a$ is a primitive root mod $p$ iff $R(p,q)$ doesn’t happen for any prime $q$.

$P_a(x,k)$ ($k$ is square free) denotes the number of $p \leq x$ such that $R(p,q)$ holds for any prime $q|k$.

**Lemma 6.2.** If $k_1, k_2$ are co-prime and square-free, then $p$ is counted by $P_a(x,k_1 k_2)$ iff $p$ is counted by $P_a(x,k_1)$ and $P_a(x,k_2)$

**Proof.**

$p$ is counted by $P_a(x,k_1)$ iff $\forall q|k_1 \begin{cases} p \equiv 1 \mod q \\ a^{\frac{p-1}{q}} \equiv 1 \mod p \end{cases}$

And by Bezout’s lemma, for two primes $q_1,q_2$ that are co-prime, we have

$a^{\frac{p-1}{q_1}} \equiv 1 \mod p$ and $a^{\frac{p-1}{q_2}} \equiv 1 \mod p$ iff $a^{\frac{p-1}{q_1 q_2}} \equiv 1 \mod p$

By Chinese Reminder theorem, for two primes $q_1,q_2$ that are co-prime, we have

$p \equiv 1 \mod q_1$ and $p \equiv 1 \mod q_2$ iff $p \equiv 1 \mod q_1 q_2$

Since $k_1$ is square free, each of its prime factor is co-prime to others, so we have

$a^{\frac{p-1}{k_1}} \equiv 1 \mod p$ and $p \equiv 1 \mod k_1$

Same for $k_2$. But now $k_1, k_2$ is co-prime. So by the same reasoning, $p$ is counted by $P_a(x,k_1)$ and $P_a(x,k_2)$ iff

$a^{\frac{p-1}{k_1 k_2}} \equiv 1 \mod p$ and $p \equiv 1 \mod k_1 k_2$

Which is true iff $p$ is counted in $P_a(x,k_1 k_2)$ □
Since by definition,

\[ N_a(x) = \text{the number of } p \leq x - \text{the number of } p \leq x \text{ such that } R(p, q) \text{ holds for some } q \]

Then by inclusion-exclusion principle, the number of \( p \leq x \) that satisfies \( R(p, q) \) for some prime \( q \) is:

\[
\sum_i P_a(x, q_i) - \sum_{i,j} P_a(x, q_i q_j) + \sum_{i,j,k} P_a(x, q_i q_j q_k) + \ldots = -\sum_{k=2}^\infty P_a(x, k)\mu(k)
\]

And we can think of \( P_a(x, 1) \) as the number of all the primes \( p \leq x \). Then we have

\[ N_a(x) = \sum_{k=1}^\infty P_a(x, k)\mu(k) \]

So we have expression of \( N_a(x) \) in terms of \( P_a(x, k) \). But what exactly is \( P_a(x, k) \)? It turns out that \( P_a(x, k) \) can be categorized in terms of algebraic extension.

### 6.2 Categorizing \( P_a(x, k) \) by algebraic number theory

First if \( a \) is an \( h \)th power (\( h \) must be odd because \( a \) is not a square), we take \( k_1 = \frac{k}{(h,k)} \). We do this essentially because we want \( x^{k_1} - a \) to be irreducible.

Now \( p \) counted by \( P_a(x, k) \) iff for all \( q|k \) \[
\begin{cases}
  p \equiv 1 \mod q \\
  a^{\frac{k_1}{q}} \equiv 1 \mod p \quad \text{i.e., } a \text{ is a } q \text{th power mod } p
\end{cases}
\]

But if \( q|h \), then \( a \) is automatically a \( q \)th power. So essentially we only need to ensure that

\[ p \equiv 1 \mod k \quad \text{and} \quad a^{\frac{k_1}{q}} \equiv 1 \mod p \]

Now consider \( \mathbb{Q}(\zeta^m)/\mathbb{Q} \) and \( \text{Gal } \mathbb{Q}(\zeta^m)/\mathbb{Q} = G \). We have shown that \( p \equiv 1 \mod k \) if \( p \) splits completely in \( \mathbb{Q}(\zeta^m)/\mathbb{Q} \)

\[ a^{\frac{k_1}{q}} \equiv 1 \mod p \text{ iff } a \text{ is a } k_1 \text{th power iff } u^{k_1} - a \text{ has a solution in } \mathbb{F}_p^* \]

From basic number theory we know that \( u^{k_1} - a \) has a solution iff it has \( k_1 \) solutions, which happens iff \( u^{k_1} - a \) splits into linear factor in \( \mathbb{F}_p^* \).

Here we cite a lemma from algebraic number theory which is proven in [10]

**Lemma 6.3.** Let \( \alpha \) be an algebraic integer and \( f(x) \) is the minimal polynomial of \( \alpha \). For \( p \nmid (\mathbb{Q}(\alpha) : \mathbb{Q}) \), if

\[ f(x) = \prod_{i=1}^k g_i(x)^{e_i} \mod p \]

Then

\[ p = \prod_{i=1}^k q_i^{e_i} \]

in \( \mathbb{Q}(\alpha) \), and the degree of \( g_i(\alpha) = f(q_i/p) \)
We want to apply this lemma to $\mathbb{Q}(a^{\frac{1}{k_1}})/\mathbb{Q}$. But we need to make sure that $u^{k_1} - a$ is irreducible. Suppose it is not, then say $[\mathbb{Q}(a^{\frac{1}{k_1}}) : \mathbb{Q}] = m$ $m | k_1$. Then let $q$ be a prime factor of $\frac{k_1}{m}$. Since $q | k_1$, $a^{\frac{1}{m}} \in \mathbb{Q}(a^{\frac{1}{k_1}})$. So $\mathbb{Q}(a^{\frac{1}{m}})/\mathbb{Q}$ is a subextension of $\mathbb{Q}(a^{\frac{1}{k_1}})/\mathbb{Q}$ with degree $q$. So $q | m$. But this is impossible because $k_1$ is squarefree, so we reach a contradiction, so $u^{k_1} - a$ is irreducible. And by our assumption $p \nmid k_1$. Then the lemma says that $u^{k_1} - a$ splits completely in $\mathbb{F}_p$ if $p$ splits completely in $\mathbb{Q}(a^{\frac{1}{k_1}})$.

Now we finally establish the equivalence: $p$ is counted by $P_n(x, k)$ iff $p$ splits completely in $\mathbb{Q}(\zeta^k)$ and in $\mathbb{Q}(a^{\frac{1}{k_1}})$. But $p$ splits in two fields iff it splits in the composite field (proven in chapter 4 of [10]). So We have

$$p \text{ is counted by } P_n(x, k) \iff p \text{ splits completely in } \mathbb{Q}(\zeta^k, a^{\frac{1}{k_1}})$$

6.3 Where the Generalized Riemann Hypothesis gets into place

Now we know that $P_n(x, k)$ counts the number of primes $\leq x$ that splits completely in $\mathbb{Q}(\zeta^k, a^{\frac{1}{k_1}})$. But $p$ splits completely iff it’s mapped to the identity of the Galois group. Let $n_k = [\mathbb{Q}(\zeta^k, a^{\frac{1}{k_1}}) : \mathbb{Q}]$. Chebotarev Density theorem tells us that such primes has density $\frac{1}{n_k}$. Then $P_n(x, k)$ should be $\frac{1}{n_k} \frac{x}{\log x}$. Plug these into the expression of $N_n(x)$, we will get that

$$N_n(x) = \sum_{k=1}^{\infty} \frac{\mu(k)}{n_k} \frac{x}{\log x} + \text{error}$$

We will calculate the $\sum_{k=1}^{\infty} \frac{\mu(k)}{n_k}$ later, and this is indeed the expression for $A(a)$ in Hooley’s proof.

The problem with this intuition is that the error of Chebotarev Density theorem is too big to be directly plugged into the expression. We need some kind of bound to the error such that after our algebraic manipulation the error can still stay as an error term. And that’s where the Generalized Riemann Hypothesis comes in: it can lead to a more precise bound for the Prime Number Theorem (and thus Chebotarev Density theorem), such that there is more "room" for approximation. Assuming Generalized Riemann Hypothesis, Hooley essentially derived the Prime Ideal Theorem and effective form of Chebotarev Density theorem. However, if we then plug in the effective form of Chebotarev, we still couldn’t get then error to be small enough. The reason is that we don’t have much control on the sign of $\mu(k)$, so during the approximation we have to think it as 1, and that causes the error to blow up.

What Hooley did in his proof is to decompose $N_n(x)$ into four parts. He chooses each part carefully that when he applies the corollary of generalized Riemann Hypothesis, the error of each one won’t blow up. Eventually he shows that $\sum_{k=1}^{\infty} \frac{\mu(k)}{n_k}$ is actually the density.
To better illustrates his method, we need to define more notations and make some observations on them.

\( N_a(x, y) \) denotes the number of primes \( p \leq x \) such that \( R(p, q) \) is not true for any \( q \leq y \).

\( M_a(x, y_1, y_2) \) denote the number of prime \( p \leq x \) such that \( R(p, q) \) holds for some prime \( q \) that \( y_1 < q \leq y_2 \).

Below are some observations:

1. \( N_a(x) = N_a(x, x - 1) \). Because for any \( q \) that satisfies \( R(p, q) \) should have \( q | p \) so \( q \leq p - 1 \leq x - 1 \).

2. \( N_a(x) \leq N_a(x, y) \) for any \( y \). That’s because \( N_a(x) \) is the number of all primes \( \leq x \) - the number of \( p \) that satisfies \( R(p, q) \) for some \( q \), while \( N_a(x, y) \) is the number of all primes \( \leq x \) - the number of \( p \) that satisfies \( R(p, q) \) for \( q \leq y \). So the part being subtracted in \( N_a(x, y) \) is a subset of the part being subtracted in \( N_a(x) \).

3. \( N_a(x) \geq N_a(x, y) - M_a(x, y, x - 1) \). That’s because in the right handside of the inequality we subtract for twice the primes \( p \) that satisfies \( R(p, q) \) for some \( q \leq y \) and for some \( q \) that \( y < q \leq x - 1 \).

4. \( M_a(x, t_1, t_3) \leq M_a(x, t_1, t_2) + M_a(x, t_2, t_3) \) because the right handside of the inequality over counts the primes that satisfies \( R(p, q) \) for some \( t_1 < q \leq t_2 \) and some \( q \) that \( t_2 < q \leq t_3 \). We can think of this as the traingular inequality.

Use these observations we can get that

\[
N_a(x) = N_a(x, t_1) + \mathcal{O}(M_a(x, t_1, t_2)) + \mathcal{O}(M_a(x, t_2, t_3)) + \mathcal{O}(M_a(x, t_3, x - 1))
\]

Where \( t_1 = \frac{1}{6} \log x, t_2 = \frac{\sqrt{x}}{\log x}, t_3 = \sqrt{x} \log x \).

It turns out that \( \mathcal{O}(M_a(x, t_2, t_3)) \) and \( \mathcal{O}(M_a(x, t_3, x - 1)) \) can be approximated without assuming Generalized Riemann hypothesis. These two give \( \mathcal{O}(\frac{\log \log x}{\log x}) \), and the computational details can be found in [7].

The Generalized Riemann Hypothesis is required for the approximation of \( N_a(x, t_1) \) and \( \mathcal{O}(M_a(x, t_1, t_2)) \). The idea of deriving the Prime Ideal Theorem from Generalized Riemann Hypothesis is similar to how we derive the Prime Number Theorem with error bound from Riemann Hypothesis except that it’s much more tedious([7]). Let \( \pi(x, k) \) denotes the number of prime ideals \( \mathcal{P} \) in \( \mathbb{Q}(\zeta^k, a^{\frac{1}{k}}) \) such that \( ||\mathcal{P}|| \leq x \), then assuming generalized Riemann Hypothesis we have the following error bound for Prime Ideal Theorem:

\[
\pi(x, k) = Li(x) + \mathcal{O}(n_k \sqrt{x} \log kx)
\]

But if we consider separately the primes that splits completely, use \( \omega(x, k) \) denotes the number of prime ideals \( \mathcal{P} \) such that \( ||\mathcal{P}|| \leq x \) and that the prime \( p \in \mathbb{Q} \) below it splits completely in \( \mathbb{Q}(\zeta^k, a^{\frac{1}{k}}) \)(and thus \( ||\mathcal{P}|| = p \)). Use \( \omega(x, k)' \) to denote the number of \( \mathcal{P} \) with norm not exceeding \( x \) and \( p \) below it ramifies in \( \mathbb{Q}(\zeta^k, a^{\frac{1}{k}}) \) (This happens iff \( p|n_k \)). Use \( \omega(x, k)'' \) to denote the number \( \mathcal{P} \) that is unramified but also not splits completely. Then we have

\[
\pi(x, k) = \omega(x, k) + \omega(x, k)' + \omega(x, k)''
\]
For $\mathcal{P}$ counted by $\omega(x, k)$, there are $n_k$ of $\mathcal{P}$ that is above a $p$ that splits completely, and the number of $p \leq x$ that splits completely is counted by $P_a(x, k)$. So we have

$$\omega(x, k) = n_k P_a(x, k)$$

Notice that each $p \in \mathbb{Q}$ can have at most $n_k$ numbers of primes above it in $\mathbb{Q}(\zeta^k, a^{1/k})$, and $||\mathcal{P}|| \geq p$ for $p \in \mathbb{Q}$ below $\mathcal{P}$. Also recall that $p$ ramifies iff $p$ divides the discriminant of $\mathbb{Q}(\zeta^k, a^{1/k}) / \mathbb{Q}$, which is equivalent to $p | ak$ in our case. So

$$\omega(x, k) \leq n_k (\text{number of prime divisor of } ak) \leq n_k \frac{\log ak}{\log 2}$$

For $p$ unramified but doesn’t split completely, $||\mathcal{P}|| \geq p^2$. Thus

$$\omega(x, k) \leq n_k \sum_{p \leq \sqrt{x}} \leq n_k \sqrt{x}$$

So now we have

$$\pi(x, k) = n_k P_a(x, k) + n_k \mathcal{O}(\sqrt{x})$$

Now express $P_a(x, k)$ in terms of $\pi(x, k)$ and then plug in $\pi(x, k) = Li(x) + \mathcal{O}(n_k \sqrt{x} \log kx)$, we will get

$$P_a(x, k) = \frac{1}{n_k} Li(x) + \mathcal{O}(\sqrt{x} \log kx)$$

This is essentially the effective form of Chebotarev density theorem.

Now back to $N_a(x, t_1)$ and $\mathcal{O}(M_a(x, t_1, t_2))$.

Let $k = \prod_{p \leq t_1} p$ square free. Similar to how we get the formula for $N_a(x)$, we have

$$N_a(x, t_1) = \sum_{d | k} \mu(d) P_a(x, d) = \sum_{d | k} \frac{\mu(d)}{nd} Li(x) + \mathcal{O}(\sum_{d | k} \mu(d) \sqrt{x} \log dx)$$

Now we can see why $t_1$ is chosen to be $\frac{1}{6} \log x$. $k = \prod_{p \leq t_1} p = e^{\theta(t_1)} \leq e^{2t_1} = x^{\frac{1}{4}}$. So for $d | k$, $d \leq x^{\frac{1}{4}}$, which means the number of divisor of $k$ is also $\leq x^{\frac{1}{4}}$. Then we have

$$\sum_{d | k} \mu(d) \sqrt{x} \log dx \leq \sum_{1}^{x^{\frac{1}{4}}} \sqrt{x} \log x = x^{\frac{3}{4}} \log x$$

Now let $S$ denotes the set of $d$ that is square free and has at least one prime factor $> t_1$. Then we have

$$\sum_{d | k} \mu(d) \frac{\mu(d)}{nd} Li(x) = \sum_{n=1}^{\infty} \frac{\mu(d)}{nd} Li(x) + \mathcal{O}(Li(x) \sum_{d \in S} \mu(d))$$

The error can be verified to be bounded by $\mathcal{O}(\frac{x}{\log x})$.
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For $\mathcal{O}(M_a(x, t_1, t_2))$ bound it by $\sum_{t_1 < q \leq t_2} P_a(x, q)$. Then plug in the formula for $P_a(x, q)$ directly and some approximation shows that it is $\mathcal{O}\left(\frac{x}{\log x}\right)$.

Thus we know that $N_a(x) = \sum_{k=1}^{\infty} \frac{\mu(k) x}{\log x} + \mathcal{O}\left(\frac{x \log \log x}{\log x^2}\right)$. Now the last task is to evaluation $\sum_{n=1}^{\infty} \frac{\mu(n)}{n_k}$.

6.4 Formula of $A(a)$

Recall that $n_k$ is $|Q(\zeta^k, a^{1/\phi}) : Q| = |Q(\zeta^k, a^{1/\phi})| |Q(\zeta^k) : Q|$. We know that $|Q(\zeta^k) : Q| = \phi(k)$ so only need to evaluate $|Q(\zeta^k, a^{1/\phi})| : Q(\zeta^k)|$.

Case 1. If $k_1$ is odd, for $k_1 = 1$ this is trivial. For $k_1 \geq 3$, let $k_1 = \prod_{i=1}^{m} q_i$. Then $Q(a^{1/\phi})$ is the composite field of $Q(a^{1/\phi})$. The only subfield of $Q(a^{1/\phi})$ is $Q$ or its own since the degree of extension is a prime. So $Q(\zeta^k) \cap Q(a^{1/\phi})$ is either $Q$ or $Q(a^{1/\phi})$. But for $q_i \geq 3$, $Q(a^{1/\phi})$ is no longer a normal extension while all the subfield of $Q(\zeta^k)$ is normal. Thus $Q(\zeta^k) \cap Q(a^{1/\phi}) = Q$, so $Q(a^{1/\phi}) \cap Q(\zeta^k) = Q$.

Thus $|Q(\zeta^k, a^{1/\phi}) : Q| = k_1 \phi(k)$

Case 2. If $k_1, k$ is even, then say $k_1 = 2m$ so $m$ is odd. Then $|Q(\zeta^k, a^{1/\phi})| = \phi(k)m$. Then $|Q(\zeta^k, a^{1/\phi}) : Q|$ can only be $\phi(k)m$ or $2\phi(k)m$ and it is $\phi(k)m$ iff $\sqrt{a} \in Q(\zeta^k)$.

Now consider $a = b^2c$ where $c$ is square free, so $\sqrt{a} \in Q(\zeta^k)$ is the same as saying $\sqrt{c} \in Q(\zeta^k)$, say $k = 2\prod_{i=1}^{m} q_i$. Then the only quadratic subfields of $Q(\zeta^k)$ are $Q(\sqrt{q_1q_2...q_i})$ such that $q_i = (-1)^{i+1}$. So we need that $c = q_1^2q_2^2...q_i^2$ so $c|k$. Notice that $c$ can’t be $-q_1^2q_2^2...q_i^2$ because otherwise $Q(\zeta^k)$ will contains $i$, which is impossible because $4 \nmid k$. Thus $c \equiv 1 \mod 4$ since each $q_i^2 \equiv 1 \mod 4$.

Thus we have the following:

$$n_k = \begin{cases} \frac{k_1 \phi(k)}{2}, & \text{if } c \equiv 1 \mod 4, 2c|k \\ k_1 \phi(k) & \text{if otherwise} \end{cases}$$

The last step is to evaluate $\sum_{k=1}^{\infty} \frac{\mu(k)}{n_k}$.

Case 1. If $c \not\equiv 1 \mod 4$ then $\mu(k), n_k$ are both completely multiplicative, so decompose the sum as product of terms involving prime. We eventually have

$$\sum_{k=1}^{\infty} \frac{\mu(k)}{n_k} = \prod_{q|h}(1 - \frac{1}{\phi(q)}) \prod_{q|h}(1 - \frac{1}{q \phi(q)})$$

Let’s denote this as $C(h)$ [7]

Case 2. if $c \equiv 1 \mod 4$. Then for $2c|k, n_k = \frac{k_1 \phi(k)}{2}$ and otherwise $n_k = k_1 \phi(k)$. Then we have

$$\sum_{k=1}^{\infty} \frac{\mu(k)}{n_k} = \sum_{k=1}^{\infty} \frac{\mu(k)}{k_1 \phi(k)} + \sum_{2c|k} \left( \frac{\mu(k)}{k_1 \phi(k)} \right)$$
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We already know the first sum, and the second sum is \( \sum_{k,(k,2c)=1} \frac{\mu(2|c|k)(2|c|k,h)}{2|c|k(2|c|k)} \).

This is similar to the previous sum, except that we have to get rid of the terms corresponds to prime factors of \( 2|c|k \). Eventually we will get

\[
\sum_{k=1}^{\infty} \frac{\mu(k)}{n_k} = C(h)(1 - \mu(|c|)) \prod_{q|h,q|c} \left( \frac{1}{q-2} \right) \prod_{q|h,q|c} \left( 1 - \frac{1}{q^2 - q - 1} \right)
\]

This is the formula for \( A(a) \).
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