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Abstract. Hyperbolic geometry examines spaces with constant negative cur-
vature. This paper will present and discuss three planer models of this geom-
etry: the Poincaré disk model, the upper half-plane model, and the Klein disk
model. This paper will also provide a proof of the Riemann Mapping Theorem
and discuss the role it plays with these models, as well as what it means for
creating other planer models of hyperbolic geometry.
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1. Introduction/overview

Euclid’s fifth postulate states there exists a unique line passing through a given
point parallel to a given line. The debate over the necessity of this assertion sparked
three major types of geometry: Euclidean, spherical, and hyperbolic. We write on
flat paper and live on a sphere making it more common to experience both Eu-
clidean and spherical geometries. Hyperbolic geometry, however, is less frequently
encountered. As such, hyperbolic geometry often seems the most alien and di�cult
to picture of the three geometries. Yet, the Riemann Mapping Theorem shows
that hyperbolic geometry may be the easiest geometry to model. This theorem can
be used to show that all open simply connected subsets of the plane are locations
for conformal hyperbolic models. Therefore, hyperbolic geometry can be displayed
truthfully on a finite sheet of paper without distorting angles and small images.

In this paper, I introduce and connect three models of hyperbolic geometry and
prove the Riemann Mapping Theorem. The second section presents the Poincaré,
upper half-plane, and Klein models using cross-ratios based on Daniil Rudenko’s
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2 JOHN HOPPER

REU 2019 apprentice lectures. The third and fourth sections provide necessary
background for and a proof of the Riemann Mapping Theorem. In the fifth and
final section, I will discuss consequences of the Riemann Mapping Theorem and the
Schwarz Lemma. In particular, I will focus on the models displayed in section two
and the implications for planar conformal models of hyperbolic geometry. Finally, I
will mention a generalization of the Riemann Mapping Theorem, the Uniformization
Theorem, and describe what it means for constructing planar models of constant
curvature geometries.

2. Models of Hyperbolic Geometry

This section will exposit a construction of three models of hyperbolic geometry.
These models depict the same space, yet some models are more conducive to certain
types of proofs or calculations. Before we introduce the first model we will provide
a definition for two fundamental concepts in studying geometry: geodesics and
isometries.

Definition 2.1. A path between two points in a metric space is called a geodesic
if and only of it is the shortest path between those points.

Definition 2.2. A transformation in a metric space is know as an isometry if and
only if it is a bijection and the distance between any two points in the image is the
same distance as the preimage of those two points.

2.1. Poincaré disk model. One of the most common models is the Poincaré disk
model. This model is restricted to the unit disk within the Riemann sphere, the
complex plane with an infinity point. We denote the space of the model, the unit
disk, with D,

D = {z 2 C̄ : |z| < 1}.
Notice this does not include the unit circle. The unit circle can be thought of

as the boundary at infinity for this model. In this model, geodesics are Euclidean
straight lines through the origin and arcs of Euclidean circles orthogonal to the unit
circle. There is an example of both types of geodesics in Figure 2-1.

•X

•Y

•Z

•O

•A

•B

•C

Figure 2-1
The points A,B,C lie on a hyperbolic line, which is the arc of a circle perpendicular to the unit
circle. The points O,X,Y,Z also lie on a hyperbolic line which is a Euclidean line passing through

the origin (labeled O).

To motivate this definition consider the following construction. Near the origin
of the Poincaré model, distances are shorter. Thus, if we try to find a short path
between two points, the ends of this path would first move toward the origin before
connecting. It is not hard to see that curving toward the center will shorten the
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length of this path. We must move along a circle to do this consistently. Small
steps along the unit circle are infinitely long; the path should first move directly to
the center. Our short path described here is the arc of a circle orthogonal to the
unit circle - a geodesic in the Poincaré model.

Negative curvature implies that di↵erent paths diverge as we move away from
the origin. In Euclidean geometry, curvature is zero and geodesics are lines which
separate at a constant rate. On a circle, geodesics curve back toward each other.
Think of how di↵erent paths moving directly south from the north pole will curve
back to each other and eventually intersect again at the south pole. Geodesics
do the opposite in hyperbolic geometry. Instead of curving back together, curves
separate. This separation of geodesics allows Euclid’s fifth postulate to no longer
hold.

This Poincaré model is important because it is conformal; meaning, it preserves
angles. (The lack of formality in this meaning of conformal is discussed in section 3
with holomorphic maps.) Drawing two intersecting geodesics, the Euclidean angle
they make in the model is the angle they make in hyperbolic space. This may seem
like a rather simple addition, but this is the only model in the unit disk for which
this is true, including for other geometries of constant curvature.

Proposition 2.3. There exists a unique geodesic between every pair of points.

This proposition is a necessity for all metrics. It can be shown geometrically,
but the proof is not enlightening and conceptually much easier in other models and
we shall prove it later. Now equipped with geodesics, we can begin to measure
distances. The definition we will use relies on cross-ratios.

Definition 2.4. Take the geodesic between two points A and B, extend the geo-
desic to the boundary, and denote the boundary points as X and Y , where A is
between X and B. Denote the Poincaré hyperbolic distance between A and B
to be

d(A,B) = |log([X,A, Y,B])|,

where [X,A, Y,B] is the cross-ratio of X,A, Y,B.

Remark 2.5. The readers who have seen other methods of measuring distance can
easily check this is an equivalent definition. In particular, one method is to show
the distance between the origin and a point z is log( 1+|z|

1�|z| ), as it is in other metrics.
Then we use the fact this definition has the same group of isometries as other
metrics. Because there exists an isometry sending any point to the origin, the
distance from the origin generalizes to distances between arbitrary points.

With a metric and geodesics defined, it is now possible to find isometries. For
distances to be well defined, isometries must do a few other things. They must
preserve the space: map the unit disk and the unit circle to themselves separately.
They must also send geodesics to geodesics (that is, circles orthogonal to the unit
circle and lines through the origin must be sent to circles orthogonal to the unit cir-
cle and lines through the origin). We can show that functions with a few important
properties are isometries in the Poincaré disk model.

Theorem 2.6. Bijective maps that preserve the unit disk, unit circle, cross-ratios,

angles, and the class of circles and lines are isometries of the Poincaré disk model.
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Proof. Let f be a bijective map that preserves the unit disk, cross-ratios, angles,
and the class of circles and lines.

Fix A and B in D. Then there exists a geodesic, g, between them that intersects
the unit circle at X and Y . Thus, by definition d(A,B) = |log([X,A, Y,B])|. Now
since f preserves the unit disk, f(A) and f(B) are still in the unit disk. As such
there is a geodesic,g0, that connects f(A) and f(B). This geodesic is the unique
circle or line that passes through f(A) and f(B) while intersecting the unit disk at
right angles.

Notice that, f(g), the image of g under f is a circle or a line since the class of
circles and lines is preserved by f . Likewise since g intersected the the unit circle
at right angles, f(g) intersects the image of the unit circle - the unit circle - at right
angles. Furthermore, A and B are in g, thus f(A) and f(B) are in f(g). As such
f(g) is by definition the geodesic connecting f(A) and f(B). Since these geodesics
are unique, f(g) = g0. The curve g intersected the unit disk at X and Y and since
the unit disk is preserved g0 intersects the unit disk at f(A) and f(B). Thus, we
can see the distance before and after the maps is conserved,

d(f(A), f(B)) = |log([f(X), f(A), f(Y ), f(B)]) = |log([X,A, Y,B]) = d(A,B).

We have just shown that the distances between points in the unit disk are pre-
served under the function f and so f is an isometry.

⇤

The group of transformations that meets these criteria is known as the Möbius
transformations preserving the unit disk. All Möbius transformations are maps
from the Riemann sphere to itself which preserve angles (conformal), preserve
cross-ratios, and send circles and lines to circles and lines (in this extended space
of the Riemann sphere lines can be thought of as circles containing the infinity
point in which case they send circles to circles). There is a special class of these
transformations which are called orientation preserving (think angles are measured
counterclockwise across transformations). Möbius transformations have a general
form of a fraction of two polynomials:

az + b

cz + d
: ad� bc 6= 0.

Where the a, b, c, d, z are all complex numbers. Möbius transformations, in gen-
eral, are useful in the discussion of hyperbolic geometry due to the fact they are
conformal and bijection functions. These two properties will be discussed in more
detail in later sections with the concepts of biholomorphic maps. The group of
Möbius transformations preserving the unit disk have an important subset of trans-
formations which are reflections across lines through the origin and inversions about
circles orthogonal to the unit circle.

These isometries are closely linked to reflections over geodesics of the space.
Circles inversions are a kind of reflection over an arc instead of a straight line. In
Euclidean geometry, every isometry can be written as the composition of one, two,
or three reflections over geodesics (lines). This fact is also true in hyperbolic space.
To understand it, consider an inversion that will fix the new center of the model.
Then one reflection across a line through the center can fix a second point. Finally,
there are only two locations for any third point given its angle and distance from
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the second point. The third transformation is either unnecessary or moves the third
point to the proper location. Three points determine the plane, so everything else
will be fixed.

Proposition 2.7. The definition of distance in the Poincaré model is a metric.

We will be taking the proposition as a fact. Being a metric requires a few
properties. Distances are non-negative and only zero if the points are identical.
The distance between two points does not depend on the order of the points. The
triangle inequality holds; geodesics are indeed the shortest paths between points.
The first two are easier to show, but triangle inequality is more di�cult. A hint
as to prove it is to send one vertex of the triangle to the origin and compute the
cross-ratios. The proof will follow from the Euclidean triangle inequality.

At this point we have defined a notion of geodesics, distances, angles, and isome-
tries. We e↵ectively have a hyperbolic “straight edge” and “compass” as such we
have defined all the foundational tools to geometrically study this space.

2.2. Upper half-plane model. A very similar model to the disk model is the
upper half-plane model. Instead of the domain being within the unit disk, it is on
the half-plane above the real number line. The domain of the space is denoted with
H.

H = {z 2 C̄ : Im(z) > 0},
where Im(z) is the imaginary part of z.

Pictorially, if the unit circle was a rubber band we could imagine cutting it at
a point and stretching the ends o↵ to infinity. More formally, the boundary is a
stereographic projection of the unit circle onto a tangent line. All the points within
the model can then be identified as the intersection points of geodesics. Since
boundary points define geodesics, this gives a full map of the space. A more precise
map between the two models is known as the Cayley map which is denoted as �.

� : H 7! D : �(z) =
z � i

z + i

This function has a few interesting properties. First, notice it is a Möbius trans-
formation. The map is thus bijective so it has an inverse. Geodesics remain circles
and lines perpendicular to the boundary (now the real number line) with some
passing through the infinity point as one of the intersections with the boundary
(these are vertical lines). In addition, the distance between two points has the
same definition as with the Poincaré disk model since cross-ratios are preserved.
Finally, since angles are preserved this means angles in the Upper-half plane model
will be the same angles as those perceived in the space meaning the Upper-half
plane model is a conformal model just like the Poincaré disk model.

There is another way of understanding this map, and that is to break it down into
the component transformations. It is possible to check that this map is equivalent
to three separate transformations:

f(z) = z̄

g(z) = i+ (

p
2

|z � 1| )
2(z � i)

h(z) = �iz.
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When composed in the correct order, we get the Cayley map: �(z) = h(g(f(z))).
We can examine each of these transformations individually to see how they change
the model. The first function, f , is a reflection over the real number line making
this the upper half-plane instead of the lower half-plane model. The last function,
h, is a rotation, and is present because it is convenient to have 1 map to infinity
and �1 map to 0 instead of i mapping to infinity and �i mapping to 0. These
two transformations will send circles to circles, send lines to lines, preserve angles,
and preserve cross-ratios. The real change is in the middle function, g. This is an
inversion with respect to a circle centered at i and with radius

p
2. This is where

the unit circle is sent to the half-plane. Figure 2-2 shows the a↵ect of these three
transformations on the model represented by the shaded regions.

f(z)

// ////

g(z)

•

""
++

⇥⇥
tt

jj vv**

h(z)

✏✏

Figure 2-2

There are a few facts about circle inversions which are another way to see the
symmetries between the Poincaré disk and the half-plane models. First, inversions
with respect to circles preserve angles, intersection points, and cross-ratios. They
have the property that they send lines that do not pass through the center of
the circle being inverted over to circles, and lines through the center are sent to
themselves. Circles that do not pass through the origin of the circle of the inversion
remain circles and circles that do pass through the center of the inversion become
lines. Thus, all the circles that pass through the point z = 1 become vertical lines
and all the lines not passing through the point z = 1 become circles.

This model can be useful for various calculations and proofs. As an example,
recall Proposition 2.3 that claims geodesics are unique is simpler in this model since
circles orthogonal to the boundary have centers that lie on the boundary. Thus, we
will now provide a proof of it.

Proof. Proposition 2.3
It su�ces to show that there exists a unique geodesic between every two points

in H since the Cayley map is bijective and geodesics in one model are the images
of geodesics in the other model. Let x and y be distinct points in H. Either
Re(x) = Re(y) that is x and y lie on a vertical line or they don’t and Re(x) 6= Re(y).

Case 1 Re(x) = Re(y).
No other vertical line can connect them and all circles containing x and y must

have a center of the perpendicular bisector of the vertical line that connects them.
This perpendicular bisector thus must be parallel to the real number line since they
are both perpendicular to the vertical line connecting x and y. Thus, the centers
all circles containing x and y do not lie of the real number line and so they do not
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intersect the real number line twice at right angles and so they are not geodesics.
Therefore, this vertical line is the unique geodesic between x and y.

Case 2 Re(x) 6= Re(y).
The perpendicular bisector between x and y is not parallel to the real number

line and so it intersects the real number line exactly once. That means there is a
unique circle containing x and y which intersects the real number line twice at right
angles. Since there is no possible vertical line between x and y this circle creates
the unique geodesic between x and y. ⇤

Like the Poincaré disk, this model is the unique model in the upper half-plane
where angles are as they appear. Moreover, notice how straight forward this con-
struction was given we already knew the Poincaré disk model. We will see why this
is the case while discussing the Riemann Mapping Theorem.

2.3. Klein disk model. One popular model of hyperbolic geometry that does not
preserve angles is the Klein disk model. Like the Poincaré model, this model lives
on the unit disk. Unlike the other models, all geodesics in the Klein model are
Euclidean straight lines. Nonetheless, distances can still be measured with cross-
ratios.

Definition 2.8. Take two points A and B in the unit disk and connect them with
the Euclidean line l. This line will intersect the unit circle twice say at two points
X and Y where A lies between X and B on l. The Klein hyperbolic distance
between A and B is denoted d(A,B).

d(A,B) = |1
2
(log[X,A, Y,B])|

There is a map from the Poincaré model into the Klein model denoted  .

 (z) =
2z

|z|2 + 1

Intuitively understanding how this is a map between the models is more di�cult
than understanding the Cayley map. Most of the proofs lie on the computational
side rather than the geometric. To understand the model, try this construction:
there is no need to change the points on the boundary, so we keep them fixed.
Geodesics are straight, no longer arcs of circles. Points have to stay on their
geodesics as we move them and so they remain between their endpoints. As such,
points move radially out from the origin. To flatten out these circles imagine, a
“pushing out” of all points that is lessened the farther away they are from the
origin, much like a magnet in the center repelling smaller magnets on the disk.

Moreover, to see this numerically, we plug in corresponding values to the  (z)
equation. A point p is on the unit circle if and only if |p| = 1. We can see that this
map preserves the unit circle:

 (p) =
2p

|p|2 + 1
=

2p

12 + 1
=

2p

2
= p.

In addition, the origin is sent to itself:

 (0) =
2(0)

|0|2 + 1
=

0

1
= 0.
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This map also preserves direction from the origin:

 (x)

| (x)| =
2x

|x|2+1

| 2x
|x|2+1 |

=
2x

|x|2+1

2|x|
|x|2+1

=
x

|x| .

Proposition 2.9. The function  is a bijective map from the unit disk to itself.

This is the first of the computation heavy relations between the Klein and
Poincaré models. It is easy to see that the origin and the boundary are fixed.
If a point A is closer to the origin than B, then the image of A will be closer to
the origin than the image of B for all A and B on the unit disk or on the unit
circle. Therefore, points on the unit disk (closer to the origin than the unit circle)
will be sent to the unit disk. Bijectivity follows from the construction of an inverse
function which is constructed by finding the inverse function for the absolute value
of z, then specifying the direction from the origin.

Proposition 2.10. Poincaré model geodesics are mapped by  to Klein geodesics.

The key to this proof is showing that the change in distance from the origin will
send a point with an arbitrary geodesic going through the origin to a point on the
Klein geodesic with the same end points. To illustrate how this can be achieved
consult Figure 2-3. The proof shows the point P is sent to the point Q. It relies
on the fact that OXC, OBX and OPA, OQB are two pairs of similar triangles.

•
C

•O

•X

•
Y

•
B

•
Q•P

•
A

Figure 2-3

This construction is now more or less complete, yet at this point the relationship
between these disk models is not fully clear. It is simple enough to understand
how they are both models of hyperbolic geometry. Intersection points match so all
the axioms concerning parallel lines match up. Like in the Poincaré model, we see
distances shorten as we move away from the center, but no longer uniformly across
all directions. This lack of uniformity makes it no longer e↵ective to curve toward
the center to shorten a path and enables straight lines to be our geodesics.

Part of the di�culty in translating between these two models is they are pro-
foundly di↵erent types of models. The defining feature of the Poincaré model was
angle preservation. The special feature of the Klein model is the preservation of
“straightness.” Formally, geodesics in the model are geodesics in the space. There
is a connection between the Poincaré and upper half-plane models because they
both preserve angles. There is no such connection between the Klein and Poincaré
models.
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3. Background for the Riemann Mapping Theorem

We have now seen a few models of hyperbolic geometry and can start asking
questions about other possible models. How special is the connection between the
half-plane model and the Poincaré disk model? What other models are possible and
do any of them have a similar connection to the Poincaré disk model? This section
gives background for the Riemann Mapping Theorem which can help answer these
questions.

Theorem 3.1 (Riemann Mapping Theorem). Every simply connected proper open

subset of the complex plane is conformally equivalent to the unit disk.

For clarification we need to define some of the terms used above.

Definition 3.2. An open set X is called simply connected if and only if every
continuous loop in X can be shrunk down to a point while remaining in the domain
and every two points in X has a continuous path between them in X.

Simply connected has two requirements. The first is every closed loop bounds a
subset of the set. This means that if a loop can be made around a point, then that
point is in the set. There are no holes. The second requirement is that every two
points can be connected by a continuous path; the set must all be one piece.

Definition 3.3. Two sets open sets are said to be conformally equivalent if
there exists a bijective map between them that preserves angles between curves.

The definition of conformal equivalence relies on the idea of angle. What is the
angle between two curves? The basic concept is the angle between two curves at an
intersection point is the angle between their tangent lines at the intersection point.
A fraction of complex numbers is only positive if the two points corresponding to
the numerator and denominator lie on the same ray from the origin. Informally
the numerator and denominator are pointing in the same direction. As such there
is a way to provide a symbolic description of angle with a fraction of complex
derivatives where the numerator is rotated so that the whole is positive. Consider
two di↵erentiable curves c1 and c2 which intersect at a point a in the complex plane
at times t1 and t2 respectively such that,

ei✓
c01(t1)

c02(t2)
> 0 : 0  ✓ < 2⇡.

There is only one value of ✓ for which this is true. We can see that this produces
an adequate definition of angle. With this definition we can see there exists an
equivalent definition of a conformal bijection in complex analysis called a holomor-
phic bijection (or biholomorphic map). Holomorphic can be thought of as “complex
di↵erentiable” or di↵erentiable in all complex directions. Most elementary calculus
derivative rules apply to complex derivatives: product rule, power rule, quotient
rule, and chain rule. Biholomorphic implies conformal by the chain rule:

[f(c1(t1))]0

[f(c2(t2))]0
=

f 0(c1(t1))c01(t1)

f 0(c2(t2))c02(t2)
=

f 0(a)c01(t1)

f 0(a)c02(t2)
=

c01(t1)

c02(t2)
.

Bijective functions cannot have zero derivative over an interval and derivatives
can be written as limits and so take place on intervals where the derivative is non-
zero. Thus, we can avoid dividing by zero from the derivative if f 0(a) is zero.
We have just shown that biholomorphic functions preserve angle. Unfortunately,



10 JOHN HOPPER

showing the other direction is not as easy and will be taken as a fact. Recall that
we took it as a fact that Möbius transformations are conformal bijections. We can
now show this by showing that they are holomorphic. Recall they have a general
form of a fraction of two polynomials:

az + b

cz + d
: ad� bc 6= 0.

Using basic calculus rules we can see the derivative is ad�bc
(cz+d)2 . We can see the

derivative is defined everywhere the function is and can be piecewise defined as
infinite at z = �d

c just like the Möbius transform can be defined as infinite at
that point. The functions are holomorphic justifying our earlier assertion that they
are conformal. We can use tools in complex analysis to show sets are conformally
equivalent by showing the existence of a biholomorphic map between them and so
we can make a more precise definition of conformally equivalent.

Definition 3.4. Two sets open sets are said to be conformally equivalent if
there exists a biholomorphic map between them.

The upper half plane is a simply connected proper open subset of the complex
plane, so the Riemann mapping theorem guarantees the existence of a conformal
bijection from it to the unit disk. In fact, we have already exhibited an example
of such a map: the Cayley map. However, there appears to be one problem. The
Cayley map is a bijective function from the Riemann sphere to itself not the complex
plane to itself. This is not a problem since we are only considering part of the map
from the upper half-plane to the unit disk. What this map does to points outside
the upper half-plane is of no consequence to this theorem.

The Schwarz Lemma states there are only two types of holomorphic functions
preserving the unit disk and sending zero to zero. The first are rotations about
the origin. The second are those that “pull points to the center.” This can be
described mathematically as decreasing the absolute value, but a visual picture is
an attraction to the origin

Lemma 3.5 (Schwarz Lemma). If f is a holomorphic function from the unit disk

to itself such that f(0) = 0, then one of the following holds:

(i) |f 0(0)| = 1 and f(z) = ei✓z for some ✓ such that 0  ✓ < 2⇡
(ii) |f 0(0)| < 1 and |f(z)| < |z| for all z not equal to zero

Proof. Define the function g(z) as follows:

g(z) =

(
f(z)
z z 6= 0

f 0(0) z = 0

Everywhere except x = 0, g is a composition of two continuous functions (f is
continuous since it is holomorphic, since di↵erentiability implies continuity). The
only thing to check in order to ensure g is continuous is the case at zero:

lim
z!0

g(z) = lim
z!0

f(z)

z
= lim

z!0

f(z)� 0

z � 0
= lim

z!0

f(z)� f(0)

z � 0
.

This last expression is precisely the definition of f 0(0), so the limit of g as z goes
to zero equals g when z is zero. Thus, the function is continuous at zero, and so
on the entire unit disk. Being a continuous composition of holomorphic functions,
f is holomorphic. We will now invoke a fact from complex analysis known as the
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Maximum Modulus Theorem. This theorem says a holomorphic function can only
attain a maximum value can on an interior point if the function is constant. An
intuitive way to realize this is to note that holomorphic functions have derivatives
that are independent of direction; if a function is increasing in one direction, it
will decrease by the same amount in the opposite direction. These functions take
a kind of average of the values around it (formally they have Laplacian equal to
zero). Maximums are greater than all the points around them so they can not be
this kind of average. This principle can give an upper bound for g. Since f maps
into the unit disk, we have that |f(z)| < 1 for all z.

|g(z)| = |f(z)|
|z| <

1

|z|
Combining this with the maximum modulus principle, we can find a bound on g

at zero and so f 0 at zero. In essence, g at zero has the same bound as the bounds
of points a given distance away.

|f 0(0)| = |g(0)|  sup{|g(z)| : |z| = r} <
1

r
: 0 < r < 1

We can improve this by taking the limit as r approaches one from the left, where
it is defined.

|g(0)| < lim
r!�1

1

r
Taking the limit the inequality no longer remains strict. Think of this as every

strict upper bound greater than one can be improved by taking r to be close to
one.

|g(0)|  1

This inequality is true for all points on the unit disk. As such, the maximum
modulus principle says it is equal only if the function is constant. Otherwise, the
function must be strictly less than one. The first case is if equality holds.

|f 0(0)| = 1 = |g(z)| = |f(z)|
|z| ) |f(z)| = |z|

The only holomorphic functions from the unit disk to itself that preserve dis-
tances from the center are rotations. Now consider the second case where equality
does not hold and |g(0)| < 1. The Maximum Modulus Theorem requires the func-
tion |g| to be one nowhere on the unit disk, because it would be a maximum.
The function is non-constant, so maximums are not allowed. Consequently, this
inequality holds for all z on the unit disk:

|g(z)| = |f(z)|
|z| < 1 ) |f(z)| < |z| : z 6= 0.

It is clear these two cases are those described in the lemma statement. ⇤

For the proof of Riemann Mapping Theorem, we use the idea that there are
only two types of holomorphic functions preserving the unit disk: rotations and
those that decrease the derivative of zero. We could classify them di↵erently; for
our purposes, it is helpful to think of options in this way. The proof of Riemann
Mapping Theorem in this paper will use other theorems from complex analysis
which are beyond the scope of this paper. The first of them is known as the Open
Mapping Theorem.
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Theorem 3.6 (Open Mapping Theorem). If X is an open connected subset of the

complex plane and f is a holomorphic non-constant function from X to the complex

plane, then f(X) is open.

In short, this theorem says holomorphic functions send open sets to open sets.
Think of the holomorphic functions discussed so far. We have referred to those that
operate on the unit disk and the upper half-plane. Both of these spaces are open.
The Cayley map sends an open set (the upper half-plane) to an open set (the unit
disk). A way of understanding this is to note that the derivative is approximating
a point in all directions. The value approximates the change of the functions very
well on a small disk around a point necessitating this small disk exists.

The next theorem we are going to discuss is known as Montel’s Theorem. It
relates qualities about families of functions. When we refer to families of functions,
they are a set of functions all with like properties. An example of a family of
functions is the holomorphic functions which preserve the unit disk and send zero
to zero. So, the Schwarz Lemma is a lemma about a family of functions. Montel’s
Theorem says that if a family of functions is locally uniformly bounded, then the
family of functions is normal.

Definition 3.7. A family of functions F is locally uniformly bounded on a set
K if and only if for all compact subsets of K, C , there exists a constant MC such
that:

sup{|f(z)| : z 2 C, f 2 F} < MC .

Definition 3.8. A family of functions F form a set X to Y is normal if and only
if every sequence of functions, {f}, in F has a subsequence, {fn}, such that there
exists a function, F , so that for all compact subsets of X, C, the sequence {fn}
converges uniformly to F on C.

Theorem 3.9 (Montel’s Theorem). If a family of holomorphic functions, F , from

an open set O to the complex plane is locally uniformly bounded, then F is normal.

This theorem tells us that a family of holomorphic functions that is locally
bounded must have locally convergent subsequences. This should seem very similar
to a Bolzano–Weierstrass type theorem that says bounded sequences have conver-
gent subsequences. This theorem is more specific requiring holomorphic functions
and implying uniform convergence. For a proper proof look at Datar’s paper [3].

Various nice qualities carry over from normal families to the functions they con-
verge to. The proof of the Riemann Mapping Theorem will use some of these
qualities that pass through to limit. Notably, holomorphic normal families will
converge to holomorphic functions. The derivative at a point will be the limit of
the converging functions’ derivatives. These are relatively basic properties of uni-
formly converging functions. Hurwitz’s Theorem is about one property that only
sometimes passes through the limit: injectivity.

Theorem 3.10 (Hurwitz’s Theorem). Let X be an open connected subset of the

complex plane and {fn} be a sequence of holomorphic injective functions from X
to the complex plane which converges uniformly on compact sets to a function F
on X. Then, F is either injective or constant.

This theorem enforces that a normal family of holomorphic injective functions
does not necessarily have subsequences that converge to injective functions. Instead,
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there are two options: either injectivity holds or the result is a constant function.
This can be conceptualized by imagining a function that gets close to a value at
two points. A path between these points cannot hit the same value twice so it has
to stay between values on the path. Then, the whole path is close to the value and
will become constant. If one path is constant, then all paths are constant. Datar’s
paper provides a formal proof[3].

4. Proof of Riemann Mapping Theorem

We now have all the tools required to prove the Riemann Mapping Theorem.
Before the proof starts, it may be helpful to sketch out a brief road map. The main
idea of the proof is that we can create a family of injective holomorphic functions
that send a point to zero from an arbitrary open connected subset of the complex
plane to the unit disk. This family has a subsequence that converges to our desired
function. There are three major steps in the proof. The first is showing our family
of functions is non-empty. Next, we will show there is a member of the family
which maximizes the derivative at zero. Finally, we will show this function is also
surjective and so has all of our desired properties.

Riemann Mapping Theorem. Let X be an open simply connected subset of the
complex plane which is not the whole complex plane. Let a be some point in X.
Let F denote the family of injective holomorphic functions from X to the unit disk
that send the point a to the origin.

Finding an element of F is relatively simple, since it doesn’t have to take up
the entire disk, just part of it. Since X is not all of the complex plane, there is a
point p not in X. We can then create f(x), a square root distance function, which
is holomorphic on X:

[f(x)]2 = x� p.

Now we can easily check this is injective:

h(x) = h(y) ) x� p = h(x)2 = h(y)2 = y � p ) x = y.

Furthermore, this function does not send X to the entire plane; in particular,
there is a small disk not in the image of X. Since X is open (and so is f(X)), there
is a small disk around the image of a which its negative is not in the image due to
the square. Let r be the radius of the small disk surrounding f(a) that is contained
in f(X). This r exists because f(X) is open by the Open Mapping Theorem. Now
let c be in this small disk centered at f(a). We know c is in f(X) we want to show
that �c is not in f(X).

Claim 1The point �c is not in f(X).
We will show this by contradiction. Suppose that �c is in f(X). Let f(x) = c

and f(y) = �c.

x� p = f(x)2 = c2 = (�c)2 = f(y)2 = y � p

This implies that x = y and so x has two images, which means that f is not a
function. Thus, we see this is a contradiction, and so it is not possible for such a y
to exist in X. We conclude that �c is not in f(X).

End of Claim 1
Now, we can translate this center of the hole to the origin. This function has a

lower bound on the absolute value, so we can invert it. This inverted function is
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still holomorphic and injective, and now bounded function as well. All that is left
is to scale the output to be inside of the unit disk. The resulting function is

g(x) =
r

f(x) + f(a)
.

Now take a look at what happens to a point x in X. Recall no points in X are
sent to any point less than r away from �f(a), so the image is scaled down to be
within the unit disk.

|g(x)| = |r|
|f(x) + f(a)| 

|r|
|r| = 1

Thus, we can see that g is an injective holomorphic function from X to the unit
disk with the unit circle. Now since X is open, f(X) must also be open by the
Open Mapping Theorem and so it cannot contain the boundary (the unit circle).
So, in reality, g is an injective holomorphic function from X to the unit disk. Now,
we know there exists an orientation preserving Möbius transform, t(x), preserving
the unit disk sending g(a) to zero. Let this function composed with g(x) be h(x):

h(x) = t(g(x)).

Now t is an orientation preserving Möbius transformation: it is injective and
holomorphic. We can see that h is a function that sends X to the unit disk and a
to zero and is both injective and holomorphic. We see F is not empty because h is
in F by definition. Now there are two cases: F is finite or infinite. If F is finite,
we can find F in F such that |F 0(x)| = S = max{|f 0(a)| : f 2 F}. When F is
infinite we will require a bit more work to find F . We can no longer find S with a
maximum and instead will need the supremum:

S = sup{|f 0(a)| : f 2 F}.

Since F is infinite, we can create an infinite sequence of functions in F , {f},
such that the sequence of real numbers {|f(a)|} converges to S. Now since all of
the functions in F send X to the unit disk, they are all bounded. Being bounded
on all of X means also being bounded on compact subsets, so we can see that F
is locally bounded. We can see that F meets the hypothesis of Montel’s Theorem
and hence F is normal. Since F is normal for every sequence, there is a locally
uniformly converging subsequence.

Find a locally uniformly convergent subsequence of {f}, {fn}, which converges
to F . To mirror the finite case, we wish to show F is in F . Now we know, by being
a uniformly converged to function, F takes on important qualities. Holomorphic
functions uniformly converge to holomorphic functions, so F is holomorphic. The
range of F could be defined on the closure of the union of the ranges of each f , so
the closed unit disk. We can use our usual trick: since F is holomorphic then the
image of X is open, and so the range of F is restricted to the unit disk. Due to the
fact f(a) is zero for all f in F , F (a) must also be zero.

Applying Hurwitz’s Theorem, notice F is either injective or constant. Note that
each f in the sequence is injective, and so not constant having non zero derivative.
Thus, S is greater than zero. We know F is not constant - and thus injective
- because |F 0(a)| is equal to S, which is not zero. To recap, F is an injective
holomorphic function from X to the unit disk sending a to zero. Therefore, F is in
F .
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It turns out that this F is the function we desire. All that is left to show is the
surjectivity of F , and this comes from the fact F maximizes the derivative at zero.

Claim 2 F is surjective.
This is a proof by contradiction. Suppose F is not surjective. If F is not

surjective, then there exists a point, q, in the unit disk that is not the image of
any x in X. We can now define a clever function in F with a derivative at zero its
absolute value is greater than S, a contradiction.

There is an orientation preserving Möbius transformation preserving the unit
disk, m, that sends the point q to zero. Now choose the holomorphic branch of the
square root function R such that:

e
1
2 log(m(F (x))) = R(m(F (x))).

Finally, find R(m(0)) and there is an orientation preserving Möbius transforma-
tion, n, sending this point back to zero. Notice that orientation preserving Möbius
transforms are bijective holomorphic functions. The square root function R is a
holomorphic function injective function. All three of these transformations preserve
the unit disk. The functions n and m have well-defined inverses by being bijective.
The square root function, R, also has an inverse, call this the square function:
s(x) = x2. We can shorten these functions by calling them G and H:

G(x) = n(R(m(x)))

G�1(x) = H(x) = m�1(s(n�1(x))).

Notice, since G is holomorphic and injective sending zero to itself, we can com-
pose F with G and get an element of F , I(x):

I(x) = G(F (x))

It is, thus, clear to see that I is an element of F . We can write this equivalently
with H.

H(I(x)) = F (x)

Now H is a holomorphic function sending the unit disk to itself and zero to zero.
The Schwarz Lemma thus demands that there are two options for H. The first is
that it is a rotation. The function H contains the square function which naturally
sends x and �x to the same place so it cannot be a rotation. The other option is
that the absolute value of the derivative of H at zero is less than one, meaning F
does not attain the largest absolute value derivative at a, S.

S = |F 0(a)| = |(H(I(a)))0| = |H 0(I(a))I 0(a)| = |H 0(0)||I 0(a)| < |I 0(a)|  S

This contradicts the fact that F had the largest absolute value of the derivative
at a. As such our assumption that F was not surjective is false. Therefore, F is
surjective.

End of Claim 2
So we can see that F meets all of our requirements it is a bijective holomorphic

function from X to the unit disk. ⇤

We have thus found a bijective conformal function from an arbitrary simply
connected open set to the unit disk. For a bit of notation, we will call these functions
Riemann maps. One question is whether or not this map is unique. Uniqueness is
pertinent to imposing hyperbolic metrics with these maps.
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5. Significance of Riemann Mapping Theorem

Applications of the Riemann Mapping Theorem are vast. One particular appli-
cation hinted at throughout this paper is making models of hyperbolic geometry in
arbitrary simply connected open spaces.

Definition 5.1. Take a simply connected subset of the complex plane, O, which
is not the whole complex plane. For any two points x and y in O we can say that
the Poincaré hyperbolic distance between x and y in O is

dPO
(x, y) = dP (⇣(x), ⇣(y)),

where dP is the hyperbolic distance in the Poincaré disk model and ⇣ is a Riemann
map from O to the unit disk.

At first glance, this definition may seem ill-defined because there could be mul-
tiple bijective conformal maps. It turns out these mappings will be unique up to
orientation preserving isometries of the Poincaré disk model. To show this, we will
first use the Schwarz Lemma to show bijective conformal functions from the unit
disk to itself are orientation preserving isometries of the Poincaré disk model.

Lemma 5.2. A bijective conformal function maps the unit disk to itself if and only

if it is an orientation preserving Möbius transformation preserving the unit disk.

Proof. Let ⇣ be a bijective conformal map from the unit disk to itself. Then there
exists an orientation preserving Möbius transformation preserving the unit disk,
M , that sends ⇣(0) to zero. The composition of these two functions is a bijective
conformal map form the unit disk to itself. In addition, M(⇣(0)) is zero, so this
function meets the criteria for the Schwarz Lemma.

We now have two cases: either M(⇣) is a rotation or it has derivative less than
one at zero. Notice the inverse of M(⇣) is also holomorphic sending zero to itself.
The composition of M(⇣) and its inverse is the identity map with derivative one
everywhere.

1 = |[⇣�1(M�1(M(⇣(0))))]0| = |[⇣�1(M�1(0))]0||[M(⇣(0))]0|  |[M(⇣(0))]0|  1

Clearly equality holds and soM(⇣) is a rotation. Notice that a rotation is another
orientation preserving Möbius transformation preserving the unit disk. Therefore
we can see the composition of this rotation and the inverse of M , M�1[M(⇣(x))], is
as well. Since ⇣ is this composition, it is an orientation preserving Möbius transform
preserving the unit disk.

The other direction is simple. Since all orientation preserving Möbius transforms
preserving the unit disk are bijective and conformal maps that send the unit disk
to itself. ⇤

With this it is possible to show that the Poincaré distance between two points in
O from the definition earlier is well defined and does not depend on the Riemann
map.

Proof. Let ⇣ and ✓ be two di↵erent bijective holomorphic maps from an open simply
connected subset of the complex plane that is not the whole complex plane, O, to
the unit disk. Consider two points x and y in O. We want to show the Poincaré
disk distance between the image of these points is the same for both maps.

There is a straightforward map between these two images being ✓(⇣�1).

✓(⇣�1[⇣(x)]) = ✓(x)
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Now notice ✓(⇣�1) is a bijective holomorphic map sending the unit disk to itself.
By our lemma, we know this function composition is an orientation preserving
Möbius transform preserving the unit disk - an isometry of the Poincaré disk model.

dP (⇣(x), ⇣(y)) = dP (✓(⇣
�1[⇣(x)]), ✓(⇣�1[⇣(y)])) = dP (✓(x), ✓(y))

Thus, it is clear to see Poincaré distance between the images of points is the
same for any two arbitrary Riemann maps. ⇤

What this culminates to say is that there is a conformal model of hyperbolic
geometry in any arbitrary open simply connected subset of the complex plane,
which is not the whole plane. This model would have geodesics, which are the
images of geodesics in the Poincaré disk model, under some Riemann map between
the two spaces. Distance between two points, likewise, is the distance according to
the Poincaré disk model between the image of these two points under any Riemann
map. We have already seen this in the upper half-plane model, where we defined
distances and geodesics as they were in the image of the Poincaré disk. One special
quality about this model is that these geodesics and distances have meaning in the
upper half-plane in their own right.

This theorem seems also to neglect Klein’s model, which it indeed does. Since
Riemann maps are unique up to Poincaré isometries and not Klein isometries, we
find it is not possible to define a Klein metric in arbitrary simply connected open
sets in the way we did for Poincaré. It is natural to wonder what makes the Poincaré
model so special. Intuitively, the Poincaré model is the only model of hyperbolic
geometry in the unit disk that has angles that are the same as the respective
Euclidean angles (this can be shown from Lemma 5.2). The Riemann Mapping
Theorem works around conformal maps. Since the Klein disk is a non-conformal
model, we cannot extend the Klein metric with the Riemann Mapping Theorem.

There is a much stronger version of the Riemann Mapping Theorem known as
the Uniformization Theorem. This theorem considers the whole Riemann sphere
instead of just the complex plane and classifies all simply connected subsets into
three classes. Each class is conformally equivalent to precisely one of the following:
the unit disk, the complex plane, or the Riemann sphere. The complex plane is a
site of conformal Euclidean geometry. The Riemann sphere is a site of conformal
spherical geometry. The unit disk has a conformal model of hyperbolic geometry.
Thus, each class of simply connected subsets has exactly one conformal model of
constant curvature geometry.

This theorem does not prohibit the models of hyperbolic geometry in subsets
of the Riemann sphere not in the class of those conformally equivalent to the unit
disk. For example, it is possible to create a model of hyperbolic geometry using the
whole complex plane. Angles in such a model are not the Euclidean angles they
appear to be. For every simply connected subset of the Riemann sphere, there is
only one conformal model of constant curvature geometry. If this subset is open
and missing at least two points, then this geometry is hyperbolic geometry by the
Riemann Mapping Theorem. In the introduction, I made a subjective claim that
hyperbolic geometry may be the easiest geometry to model. This claim is motivated
by how often we work on finite pieces of paper and consider only the inside and not
the boundary of the paper. Thus, for angles to be as they appear, we must use a
model of hyperbolic geometry.



18 JOHN HOPPER

Regardless of how prevalent these models are, do they have applications outside
of mathematics? The answer is an emphatic yes. Hyperbolic geometry’s negative
curvature enables higher surface area shapes. For example, circles in hyperbolic
geometry have an area that grows exponentially with radius, much faster than Eu-
clidean or spherical geometries. In nature, there are multiple examples of things tak-
ing on hyperbolic geometry: coral reefs, jellyfish, and some plant leaves (https://
seagardens.wordpress.com/hyperbolic-crochet/hyperbolic-shapes-in-nature/).
Surface area maximization can be quite useful. Hyperbolic geometry can be used in
industry as well, through circle packing. The changing areas in hyperbolic geometry
can help find optimal circle packing techniques. In general, hyperbolic geometry’s
surface area increases can be quite useful outside of mathematics.
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