AN INTRODUCTION TO DIFFERENTIAL FORMS, STOKES’ THEOREM AND GAUSS-BONNET THEOREM

ANUBHAV NANAVATY

Abstract. This paper serves as a brief introduction to differential geometry. It first discusses the language necessary for the proof and applications of a powerful generalization of the fundamental theorem of calculus, known as Stokes’ Theorem in $\mathbb{R}^n$. Further, geometry in $\mathbb{R}^3$ will be discussed to present Chern’s proof of the Poincaré-Hopf Index Theorem and Gauss-Bonnet Theorem in $\mathbb{R}^3$, both of which relate topological properties of a manifold to its geometric properties. Only a working knowledge of multivariable calculus is needed to understand this paper. All other concepts are introduced and discussed.
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1. Introduction

We first introduce the concept of a manifold, which leads to a discussion of differential forms, the exterior derivative and pull-back map. We then discuss integration of forms in $\mathbb{R}^n$ in order to state and prove Stokes’ Theorem in $\mathbb{R}^n$. A few applications of Stokes’ Theorem are also stated and proved, such as Brouwer’s fixed point theorem. In order to discuss Chern’s proof of the Gauss-Bonnet Theorem in $\mathbb{R}^3$, we slightly shift gears to discuss geometry in $\mathbb{R}^3$. We introduce the concept of a Riemannian Manifold and develop Elie Cartan’s Structure Equations in $\mathbb{R}^n$ to define Gaussian Curvature in $\mathbb{R}^3$. The Poincaré-Hopf Index Theorem is first stated...
and proved, and the concept of the Euler number is introduced in order to end with a proof of the Gauss-Bonnet Theorem in $\mathbb{R}^3$. A few important implications of the theorem are then mentioned. Most of the definitions, along with proofs of the propositions and theorems have been adapted from Do Carmo’s Differential Forms and Applications [1], along with Pressley’s Elementary Differential Geometry [2].

### 2. Differential Forms and Manifolds

We begin with the concept of a differentiable manifold. A generic theme in differential geometry is that we associate seemingly ‘unknown’ objects, such as manifolds, with ‘known’ objects, such as $\mathbb{R}^n$, so that we can study the local behavior of the object using concepts such as differential forms.

#### 2.1. Differentiable Manifolds

**Definition 2.1.** A differentiable manifold is a set $M$ along with a set of injective maps $f_\alpha : U_\alpha \to M$, such that $U_\alpha \subset \mathbb{R}^n$ are open, and:

1. $M = \bigcup_\alpha f_\alpha(U_\alpha)$
2. For all $\alpha, \beta$ such that $f_\alpha(U_\alpha) \cap f_\beta(U_\beta) = W \neq \emptyset$, it must be that $f_\alpha^{-1}(W), f_\beta^{-1}(W)$ are both open in $\mathbb{R}^n$. Further, $f_\alpha^{-1} \circ f_\beta$ and $f_\beta^{-1} \circ f_\alpha$ are differentiable.
3. $\{(f_\alpha, U_\alpha)\}$, called the set of charts or coordinate systems, is maximal in regards to both (1) (2)

In other words, an $n$ dimensional manifold, denoted $M^n$, is a set that locally ‘looks’ like $\mathbb{R}^n$. The second condition makes sure that if two coordinate systems overlap, then points that are ‘close together’ in one system are mapped to points that are also ‘close together’ in the other system. The last condition serves the purpose of inducing a topology on $M^n$, meaning that open sets on $M$ can now be defined using open sets in $\mathbb{R}^n$. From this definition, it is clear that $\mathbb{R}^n$ is a manifold (as we can just map the topology on $\mathbb{R}^n$ to itself), but there are examples of manifolds whose global properties are drastically different from $\mathbb{R}^n$. For the sake of simplicity, we only look at the cases where the manifold satisfies Haussdorf’s axiom and has a countable basis.

We will now describe the concept of the tangent space of a manifold. In the manifold $\mathbb{R}^n$, so to find a tangent vector to a curve

$$\alpha : I = [a, b] \to \mathbb{R}^n$$

at point $p \in [a, b]$ we calculate the derivative $\alpha'(p)$, which is in fact the tangent vector. However, it is not obvious how to do such a thing on an arbitrary manifold. Note the following definition.

**Definition 2.2.** Take $p \in M^n$, and let $\alpha : I \to M^n$ be smooth such that $\alpha(0) = p \in M^n$ and consider $D = \{\varphi : M \to \mathbb{R} | \varphi \text{ is linear}\}$. We define the **tangent vector** to $\alpha$ at $p$ as a map $\alpha'(0) : D \to \mathbb{R}$ defined by $\alpha'(0)(\varphi) = \frac{d}{dt}(\varphi \circ \alpha)|_{t=0}$.

---

1 View [1] for a statement of Haussdorf’s axiom and the definition of a countable basis.
2 Note that for any $\alpha$ such that $p \in \alpha(I)$, we can reparametrize $\alpha$ such that $\alpha(0) = p$.
The definition of the tangent vector is intuitively the same as the one we had for \( \mathbb{R}^n \). In order to see this is the case, set \( M = \mathbb{R}^n \) and take a curve \( \alpha : I \to \mathbb{R}^n \) such that \( \alpha(t) = (\alpha_1(t), \ldots, \alpha_n(t)) \). For any linear \( f : \mathbb{R}^n \to \mathbb{R} \), we can calculate the tangent vector at \( \alpha(0) \) in the following way using the chain rule:

\[
\frac{d}{dt} f(\alpha(t))|_{t=0} = \sum_i \frac{\partial f(\alpha(0))}{\partial x_i} \alpha'_i(0) = \left[ \sum_i \alpha'_i(0) \frac{\partial}{\partial x_i} \right] f(\alpha(0))
\]

As desired, \( \frac{d}{dt} f(\alpha(t)) \) is independent on \( \frac{df}{dt} \).

**Definition 2.3.** For \( M^n \), the tangent space at a point \( p \in M^n \) is denoted as \( T_p M = \{ \alpha'(0) \mid \alpha : I \to M^n, \alpha(0) = p \} \).

In other words, the tangent space at a point is the set of all tangent vectors at that point. This next proposition allows for us to better understand the tangent space at \( p \).

**Proposition 2.4.** For \( p \in M^n \), \( \dim(T_p M^n) = n \). Further, if \( p \in f_\alpha(U_\alpha) \), then \( \text{span}(\{ \frac{\partial}{\partial x_j} \mid j \in [n] \}) = T_p M^n \). The set \( \{ \frac{\partial}{\partial x_j} \} \) is the set of partial derivative operations of \( \mathbb{R}^n \) with respect to \( f_\alpha \) such that \( \frac{\partial}{\partial x_j} \varphi := \frac{\partial}{\partial x_j} (\varphi \circ f_\alpha) \)

**Proof.** If \( p \in f_\alpha(U_\alpha) \) such that \( U_\alpha \subset \mathbb{R}^n \) and \( p = f(0, \ldots, 0) \), then for a curve \( \alpha : I \to M^n \) with \( \alpha(0) = p \) we have that \( f^{-1}(\alpha(0)) = (x_1(t), \ldots, x_n(t)) \). For simplicity’s sake[3] we conflate \( f^{-1} \circ \alpha \) with \( \alpha \), so that \( \alpha(t) = (x_1(t), \ldots, x_n(t)), x \in \mathbb{R}^n \). This allows us to state that \( \varphi \circ \alpha(t) = \varphi(x_1(t), \ldots, x_n(t)) \) for all \( \varphi : M \to \mathbb{R} \). We can now deduce that

\[
(2.5) \quad a'(0) \varphi = \frac{d}{dt} (\varphi \circ \alpha)|_{t=0}
\]

\[
(2.6) \quad = \frac{d}{dt} \varphi(x_1(t), \ldots, x_n(t))|_{t=0}
\]

\[
(2.7) \quad = \sum_{i=0}^n \left( \frac{\partial \varphi}{\partial x_i} \right)_0 x'_i(0) \quad \text{We can now write } a'(0) \text{ as:}
\]

\[
(2.8) \quad a'(0) = \sum_{i=0}^n x'_i(0) \left( \frac{\partial}{\partial x_i} \right)_0
\]

Since there are \( n \) terms in the summation, it follows that the tangent space is \( n \)-dimensional and \( \{ \frac{\partial}{\partial x_i} \} \) is a basis for the space. \( \square \)

**Proposition 2.9.** If \( M = \mathbb{R}^n \), then for \( p \in \mathbb{R}^n \), \( T_p(\mathbb{R}^n) = \mathbb{R}^n \).

It is now useful to discuss the concept of orientability.

**Definition 2.10.** A differentiable manifold is **orientable** if there exists a differentiable structure \( \{ (f_\alpha, U_\alpha) \} \) such that for all \( \alpha, \beta \) where \( f_\alpha(U_\alpha) \cap f_\beta(U_\beta) = W \neq \emptyset \), the determinant of the differential map (known as the jacobian \( J \)) of \( f_\beta^{-1} \circ f_\alpha \) is positive.

---

[3]This is a standard practice in differential geometry
In other words, let \( F = f_β^{-1} \circ f_α : U_α \to U_β \). It follows, by multivariable calculus, that for \( p \in U_α \), the differentiable map, or jacobian, is defined by \( DF(p) : T_p(U_α) \to T_{f(p)}(U_α) \). If \( \det(dF) > 0 \) for all \( p \), this intuitively means that the tangent spaces of the two charts cannot have opposite orientations, and so there is a fixed orientation at each \( p \in M \).

2.2. Differentiable Forms. Now, we can slightly shift gears to discuss forms on manifolds.

**Definition 2.11.** The dual space at \( p \) is denoted as the set of linear functions \( (T_pM)^* = \{ \varphi : T_p M \to \mathbb{R} \} \). Further we define

\[
\bigwedge^k(T_pM)^* = \{ \varphi : [(T_pM)^*]^k \to \mathbb{R} \}
\]

as the set of all real linear functions that take \( k \) elements of \( T_pM \) and are \( k \)-linear and alternate.

The definitions of a 1-form and 0-form follow.

**Definition 2.12.** An exterior 1-form is a function \( \omega \) which maps \( p \in M^n \) to \( \omega(p) \in (T_pM)^* \).

In other words, the 1-form assigns to each point \( p \) a real linear function on \( M^n \).

We can find a basis for these forms in the following manner: we know that locally, \( p \) is parametrized by some \( U_α \subset \mathbb{R}^n \) such that \( p \in f_α(U_α) \). Consequently, we can assign to \( p \) coordinates of \( \mathbb{R}^n \) by the functions \( x_i : \mathbb{R}^n \to \mathbb{R} \) such that \( x_i(f_α^{-1}(p)) = (f_α^{-1})_i(p) \). In other words, we project the \( i \)’th component of \( p \) according to the coordinate chart \( U_α \). For convenience sake, we conflate \( f_α^{-1}(p) \in \mathbb{R}^n \) with \( p \in M \), because we assume that we are working under a single chart \( U_α \), so locally, \( f(U_α) \) can be conflated with \( \mathbb{R}^n \).

Consider the differential maps (via multivariable calculus) \( \{d(x_i)\} \). We can see that

\[
d(x_i)_p(e_j) = \frac{∂x_j}{∂x_i} = δ_{ij}
\]

Above, the \( \{e_j\} \) are the canonical basis in \( \mathbb{R}^n \). Using our knowledge of linear algebra, we can see that the set serves as a basis for \( (T_pM)^* \), so we can write the 1-form as

\[
ω = \sum_{i=1}^{n} a_i dx_i
\]

Where \( a_i : M^n \to \mathbb{R} \) are functions.

Such functions \( a_i \) are called 0-forms. If each \( a_i \) is differentiable, then \( ω \) is called a differentiable 1-form. In order to define forms of higher degree, we need to introduce a new concept.

**Definition 2.14.** A wedge product of two linear functionals is denoted by \( \wedge \) and defined by \( (\varphi_1 \wedge \varphi_2)(v_1, v_2) = \det(\varphi_i(v_j)) \), where \( \varphi_1, \varphi_2 \in (T_pM)^* \) and \( v_1, v_2 \in T_pM \). By properties of the determinant, we can see that \( dx_i \wedge dx_i = 0 \) and \( dx_i \wedge dx_j = −dx_j \wedge dx_i \) if \( i \neq j \).

4\((T_pM)^*)^k = (T_pM)^* \times \cdots \times (T_pM)^* \) (k-times)

5Alternate means that that if (for example) \( \varphi \in \bigwedge^2(T_pM)^* \), then \( \varphi(v_1, v_2) = −\varphi(v_2, v_1) \)
In $M^n$, one can think of the wedge product as the area of the parallelogram formed between $(\varphi_1(v_1), \varphi_1(v_2))$ and $(\varphi_2(v_1), \varphi_2(v_2))$. Now, for the generic definition of a $k$-form

**Definition 2.15.** An exterior differentiable $k$-form is a function $\omega$ which maps $p \in M^n$ to $\omega(p) \in (\bigwedge^k T_p M)^*$.

It also follows that we can write

$$\omega = \sum_{i_1 < \cdots < i_k} a_{i_1 < \cdots < i_k} (dx_{i_1})_p \wedge \cdots \wedge (dx_{i_k})_p \quad \text{where } i_1, \ldots, i_k \in [n]$$

Where $(dx_{i_1})_p \wedge \cdots \wedge (dx_{i_k})_p$ is a wedge product of 1-forms, and each $a_I : M^n \to \mathbb{R}$ is a differentiable map. Similarly to the basis for the 1-form, one can check that \{$(dx_{i_1})_p \wedge \cdots \wedge (dx_{i_k})_p \mid i_1, \ldots, i_k \in [n]$\} serves as a basis for $(\bigwedge^k T_p M)^*$

**Example 2.17.** If $\omega$ is a 2-form on a 3-manifold, then locally in most generic form,

$$\omega = a_{12}(dx_1 \wedge dx_2) + a_{13}(dx_1 \wedge dx_3) + a_{23}(dx_2 \wedge dx_3)$$

We can more succinctly write (2.16) as

$$\omega = \sum_{I} a_I dx_I$$

We can also naturally define wedge product between two forms

**Definition 2.18.** If $\omega = \sum a_I dx_I$ is a $k$-form and $\varphi = \sum b_J dx_J$ is an $s$-form, then we define a $(k+s)$-form by :

$$\omega \wedge \varphi = \sum_{I,J} a_I b_J (dx_I \wedge dx_J)$$

Here, the $IJ$ sum of the product $dx_I \wedge dx_J$ is the sum of the wedge products of all possible combinations of basis terms of each form.

Now that we have an understanding of forms, we can now relate a $k$-form on one manifold to another $k$-form on another manifold if given a differentiable map between the two manifolds. In particular:

**Definition 2.19.** Given manifolds $M^n$ and $N^m$ and differentiable map $f : N^m \to M^n$, the pull-back map is defined as $f^* : \bigcup_{k \in [n]} \bigwedge^k (T_p M)^* \to \bigcup_{k \in [n]} \bigwedge^k (T_p N)^*$, such that if $\omega$ is a $k$-form in $M^n$, then $f^* \omega$ is a $k$-form in $N^m$ given by

$$(f^* \omega)(p)(v_1, \ldots, v_k) = \omega(f(p))(df_p(v_1), \ldots, df_p(v_k))$$

Where $p \in N^m$, $v_1, \ldots, v_k \in T_p N^m$, and $df_p : T_p N^m \to T_p M^n$ is the differential map. If $g$ is a 0-form in $M^n$ then we define

$$f^* g = g \circ f$$

**Proposition 2.20.** If $\omega$ and $\varphi$ are $k$-forms in $M^n$, $g$ is a zero form in $M^n$, and we are given $f : N^m \to M^n$, then

1. $f^*(\omega + \varphi) = f^* \omega + f^* \varphi$
2. $f^*(g \omega) = f^*(g)f^*(\omega)$
3. If $\varphi_1, \ldots, \varphi_k$ are 1-forms on $M^n$ then $f^*(\varphi_1 \wedge \cdots \wedge \varphi_k) = f^*(\varphi_1) \wedge \cdots \wedge f^*(\varphi_k)$

We leave these proofs to the reader. It should be noted, however, that the pullback map seems to be a reasonable definition due to these properties.
2.3. Exterior Derivatives. Now comes an important concept, central to Stokes’ theorem:

**Definition 2.21.** An exterior differential of a $k$-form $\omega$ is a $k + 1$ form $d\omega$, such that if $\omega = \sum_I a_I dx_I$, then $d\omega = \sum_I d(a_I) \wedge dx_I$

From multivariable calculus, we know that for any 0-form $a_I : \mathbb{R}^n \to \mathbb{R}$, the derivative of $a$ is given as

$$da = \sum_{i=0}^n \frac{\partial a}{\partial x_i} dx_i$$

which agrees with the exterior derivative.

**Example 2.22.** If the 1-form $\omega = xy dx + x^2 y^2 dy$, then:

$$d\omega = d(xy) \wedge dx + d(x^2 y^2) \wedge dy$$

$$= (y dx + x dy) \wedge dx + (2x y^2 dx + 2yx^2 dy) \wedge dy$$

$$= x(dy \wedge dx) + 2x y^2(dx \wedge dy) \quad \text{(because $dx \wedge dx = 0$)}$$

$$= (2xy^2 - x)(dx \wedge dy) \quad \text{(because $dx \wedge dy = -dy \wedge dx$)}$$

We will now prove some minor properties of the exterior derivative to arrive at a significant conclusion.

**Proposition 2.23.**

1. For any $k$-forms, $\omega_1, \omega_2$, $d(\omega_1) + d(\omega_2) = d(\omega_1 + \omega_2)$

2. If $\omega$ is a $k$-form and $\varphi$ is an $s$-form, then $d(\omega \wedge \varphi) = d\omega \wedge \varphi + (-1)^k \omega \wedge d\varphi$

3. For any $k$-form $\omega$, $d^2(\omega) = d(d\omega) = 0$

**Proof.**

1. We know from multivariable calculus that for 0-forms $a, b : \mathbb{R}^n \to \mathbb{R}$, that by distributivity of the derivative operator, $d(a + b) = da + db$. Now, let $\omega_1 = \sum_I a_I dx_I$ and $\omega_2 = \sum_I b_I dx_I$. Consequently,

$$d(\omega_1 + \omega_2) = d\left( \sum_I a_I dx_I + \sum_I b_I dx_I \right)$$

$$= d\left( \sum_I (a_I + b_I) dx_I \right)$$

$$= \sum_I d(a_I + b_I) \wedge dx_I$$

$$= \sum_I d(a_I) \wedge dx_I + \sum_I d(b_I) \wedge dx_I = d(\omega_1) + d(\omega_2)$$

Proving (1).

2. Let $\omega$ and $\varphi$ be as described. By definition 1.17,

$$d(\omega \wedge \varphi) = d\left( \sum_{IJ} a_{IJ} b_{IJ} (dx_I \wedge dx_J) \right)$$

$$= \sum_{IJ} d(a_{IJ} b_{IJ}) \wedge dx_I \wedge dx_J$$

$$= \sum_{IJ} d(a_{IJ}) b_{IJ} \wedge dx_I \wedge dx_J + \sum_{IJ} a_{IJ} d(b_{IJ}) \wedge dx_I \wedge dx_J$$

$$= \sum_{IJ} d(a_{IJ}) \wedge dx_I \wedge dx_J + \sum_{IJ} a_{IJ} d(b_{IJ}) \wedge dx_I \wedge dx_J$$

$$= d\omega \wedge \varphi + (-1)^k \sum_{IJ} a_{IJ} d(x_I) \wedge (dx_J \wedge dx_J)$$

$$= d\omega \wedge \varphi + (-1)^k \omega \wedge d\varphi$$
Thus proving (2).

(3) We first prove the proposition for a 0-form. Suppose $f : \mathbb{R}^n \to \mathbb{R}$ is a 0-form. The following must hold:

$$d(f) = \sum_{i=0}^{n} \frac{\partial f}{\partial x_i} dx_i$$

$$d(d(f)) = \sum_{j=0}^{n} \frac{\partial}{\partial x_j} \left[ \sum_{i=0}^{n} \frac{\partial f}{\partial x_i} dx_i \right] \wedge dx_j$$

$$= \sum_{j=0}^{n} \sum_{i=0}^{n} \frac{\partial^2 f}{\partial x_i \partial x_j} dx_i \wedge dx_j$$

$$= \sum_{i<j} \frac{\partial^2 f}{\partial x_i \partial x_j} dx_i \wedge dx_j \quad \text{(because $dx \wedge dy = -dy \wedge dx$)}$$

$$= 0 \quad \text{(because $\frac{\partial^2 f}{\partial x_i \partial x_j} = \frac{\partial^2 f}{\partial x_j \partial x_i}$)}$$

Now, for the general case k-form, and due to (1), we only need to consider when $\omega = a_I dx_I$. By definition $d\omega = da_I \wedge dx_I$, and so

$$d^2 \omega = d(da_I \wedge dx_I)$$

$$= d^2 a_I \wedge dx_I + (-1) da_I \wedge d^2 x_I \quad \text{from (2)}$$

$$= 0$$

$$d^2 a_I = 0 \text{ from the case for 0-forms. It must be that } d^2 \omega = 0 \text{ for all } \omega.$$

□

Note that the exterior derivative is the generalized form of the derivative in multivariable calculus which we can use for in wider variety of cases in the following sense: In multivariable calculus, the derivative of a 0-form in $\mathbb{R}^n$ is a $1 \times n$ matrix, which can correspond to a 1-form. Now, we can take derivatives of higher forms. It is also interesting to note that the pullback map and the exterior derivative are related in a straightforward but important way.

**Proposition 2.24.** If $f : M^n \to N^m$, and $\omega$ is a k-form in $N^m$, then $d(f^* \omega) = f^* (d\omega)$. In other words, if two forms are related by a pullback map, then their derivatives are similarly related.

**Proof.** Let $\omega : N^m \to \mathbb{R}$ be a 0-form in $N^m$. In a chart, the following holds:

$$f^*(d\omega) = f^* \left( \sum_{i \in m} \frac{\partial \omega}{\partial x_i} dx_i \right)$$

$$= \sum_{ij} \frac{\partial \omega}{\partial x_i \partial y_j} dy_i \quad \text{(by definition of pullback)}$$

$$= \sum_i \frac{\partial (\omega \circ f)}{\partial x_i} dx_i$$

$$= d(f^*(\omega))$$
Now let \( \omega = \sum_I a_I dx_I \) be a k-form in \( M^n \).

\[
f^*(d\omega) = f^*(\sum_I d(a_I) \wedge dx_I) \\
= \sum_I f^*(d(a_I) \wedge dx_I) \quad \text{(prop. 1.19)} \\
= \sum_I f^*(d(a_I)) \wedge f^*(dx_I) \\
= \sum_I d(f^*(a_I)) \wedge f^*(dx_I) \quad \text{(from the 0-form result)} \\
= d(f^*(\sum_I a_I dx_I)) = d(f^*\omega)
\]

Which concludes the proof. \(\square\)

2.4. Integration of Forms. Forms are also useful because we can integrate them along manifolds. Before we discuss integration, we discuss representation of forms.

**Definition 2.25.** If \( f_\alpha : U_\alpha \subset \mathbb{R}^n \to M^n \), and \( \omega \) is a k-form in \( M^n \) defined at \( p \in f_\alpha(U_\alpha) \), then the representation of \( \omega \) at \( U_\alpha \) is \( \omega_\alpha \) such that

\[
\omega_\alpha = f_\alpha^*\omega
\]

**Proposition 2.26.** If \( f_\alpha : U_\alpha \subset \mathbb{R}^n \to M^n \), \( f_\beta : U_\beta \subset \mathbb{R}^n \to M^n \) such that \( p \in f_\alpha(U_\alpha) \cap f_\beta(U_\beta) \), then for any k-form \( \omega \) defined at \( p \),

\[
(f_\beta^{-1} \circ f_\alpha)^*\omega_\beta = \omega_\alpha
\]

**Proof.** We use the definition of a pull-back map.

\[
(f_\beta^{-1} \circ f_\alpha)^*\omega_\beta(v_1,\ldots,v_k) = \omega_\beta(df_\beta^{-1}(p))(d(f_\beta^{-1})_p(v_1),\ldots,d(f_\beta^{-1})_p(v_k)) \\
= \omega(p)((df_\beta \circ df_\beta^{-1})_p(v_1),\ldots,(df_\beta \circ df_\beta^{-1})_p(v_k)) \\
= \omega_\alpha(v_1,\ldots,v_k)
\]

\( \square \)

**Definition 2.27.** Let \( M^n \) be a compact oriented manifold, and \( \omega = a(x_1 \ldots x_n)dx_1 \wedge \cdots \wedge dx_n \) be a n-form defined on \( A \subset M^n \), and define \( K \) to be the support of \( \omega \) given as \( K \) the closure of \( \{ p \in M^n \mid \omega(p) \neq 0 \} \). Since \( K \subset M \), it follows that \( K \) is compact. If \( K \subset V_\alpha \), where \( V_\alpha = f_\alpha(U_\alpha) \) for some \( \alpha \), we then denote \( \omega_\alpha = f_\alpha^*\omega = a_\alpha dx_1 \wedge \cdots \wedge dx_n \), and define

\[
\int_A \omega = \int_{V_\alpha} \omega = \int_{U_\alpha} \omega_\alpha = \int a_\alpha dx_1 \ldots dx_n
\]

We will avoid issues of convergence by assuming that \( M^n \) is compact throughout.

**Proposition 2.28.** The definition of integration of forms on a single chart is well-defined. In particular, if the support \( K \) of \( \omega \) is contained in both \( V_\alpha = f_\alpha(U_\alpha) \) and \( V_\beta = f_\beta(U_\beta) \), then

\[
\int_{U_\alpha} \omega_\alpha = \int_{U_\beta} \omega_\beta
\]
Proof. Due to the fact that $K \subset V_\alpha \cap V_\beta$ we can shrink $V_\beta$ so that $V_\beta = V_\alpha$. Now, we know by 1.25 that $(f_\beta^{-1} \circ f_\alpha)^* \omega_\beta = \omega_\alpha$, so by definition of pull-back maps, let $F = f_\beta^{-1} \circ f_\alpha$, then we have

$$F^* \omega_\beta = \omega_\alpha$$

$$det(dF) a_\beta dx_1 \wedge \cdots \wedge dx_n = \omega_\alpha$$

Where $a_\alpha(y_1, \ldots, y_n) = a_\beta(F_1(y_1, \ldots, y_n), \ldots, F_n(y_1, \ldots, y_n))$, and $y_i \in U_\beta$, $y_i \in U_\alpha$. We also know that by the substitution of variables formula given in multivariable calculus, it follows that

$$\int_{U_\alpha} a_\alpha dx_1 \wedge \cdots \wedge dx_n = \int_{U_\beta} |det(dF)| a_\beta dx_1 \wedge \cdots \wedge dx_n$$

Since $M^n$ is oriented, $det(dF) > 0$, so we have that

$$\int_{U_\alpha} \omega_\alpha = \int_{U_\beta} \omega_\beta$$

\[\square\]

Suppose $K$ of $\omega$ is not covered by a single chart, meaning that there does not exist $f_\alpha(U_\alpha)$ such that $K \subset f_\alpha(U_\alpha)$. Since $K$ is compact, if we are given an open covering of patches $\{f_\alpha(U_\alpha)\}_{\alpha \in \Lambda}$ of $K$, then there exists a finite open subcover of $K$ given by $\{f_\alpha(U_\alpha)\}_{\alpha \in [n]}$. We use this fact as motivation for the following definition.

Definition 2.29. Given a finite covering $\{V_\alpha\}$ of a compact manifold $M$, a partition of unity subordinate to $\{V_i\}$ is a finite family of differentiable real functions $\{\varphi_1, \ldots, \varphi_n\}$ on $M$ such that:

1. $\sum^n_i \varphi_i(x) = 1$, for all $x \in M$

2. $0 \leq \varphi_i(x) \leq 1$, for all $x \in M$, $i \in [n]$

3. For all $i \in [n]$, there exists $V_i \in \{V_\alpha\}$ such that the support $K_i$ of $\varphi_i$ is contained in $V_i$.

Note that if $\omega$ is defined on $M$, the support of $\varphi_i \omega$ is contained in $V_i$. This allows us to define the integration of a form across multiple surface patches in the following way

Definition 2.30. Given a finite covering $\{V_\alpha\}$ of a compact manifold $M$, and a subordinate partition of unity $\{\varphi_1, \ldots, \varphi_n\}$, we define

$$\int_M \omega = \sum^n_i \int_{V_i} \varphi_i \omega$$

It follows in straightforward manner that this integral is well defined, and does not depend on the covering. We have at present introduced and discussed most of the language needed to understand Stokes' Theorem.

\[^6\] We will assume the existence of smooth partitions of unity without proof.
3. Stokes’ Theorem

Stokes’ Theorem is about manifolds with boundaries, which is larger than the class of manifolds. For example, a cylinder of radius \( r \) and length \( d \) oriented in the \( z \) – axis is not a manifold, because, roughly speaking, the edges of the cylinder do not locally ‘look’ like \( \mathbb{R}^n \). However, the area around the edges does look like the half plane, \( H^2 = \{ (x_1, x_2) \mid x_1 \leq 0 \} \). This motivates the following definition:

**Definition 3.1.** A differentiable manifold with a regular boundary is a set \( M \) along with a set of injective maps \( f_\alpha : U_\alpha \subset H^n \to M \), \( H^n = \{ (x_1, x_2, \ldots, x_n) \mid x_1 \leq 0 \} \). \( (H^n \) is the n-dimensional half-plane) such that each \( U_\alpha \) is open in \( H^n \). Further,

1. \( M = \bigcup_\alpha f_\alpha(U_\alpha) \)
2. For all \( \alpha, \beta \) such that \( f_\alpha(U_\alpha) \cap f_\beta(U_\beta) = W \neq \emptyset \), then \( f_\alpha^{-1}(W), f_\beta(W) \) are both open in \( \mathbb{R}^n \). Further, \( f_\alpha^{-1} \circ f_\beta \) and \( f_\beta^{-1} \circ f_\alpha \) are differentiable.
3. \( \{ U_\alpha, f_\alpha \} \), is maximal in regards to both (1) (2)

The above definition is similar to that of a differential manifold, except for the fact that \( \mathbb{R}^n \) is replaced by \( H^n \). Intuitively, the edge of the half plane is what results in a boundary. We can further explore this in the following proposition

**Lemma 3.2.** For a manifold \( M \) and \( p \in M \), if there exists \( \alpha \) such that \( p = f_\alpha(0, x_2, \ldots, x_n) \) where \( x_i \in \mathbb{R} \), then \( p \) is on the boundary of \( M \), denoted \( \partial M \). Further, if there exists \( \beta \) such that \( p \in f_\beta(U_\beta) \), then ‘\( p \) is still on the boundary, or \( p = f_\beta(0, x_2, \ldots, x_n) \) for some \( x_i \in \mathbb{R} \).

**Proof.** Assume, for the sake of contradiction that there where exists \( \alpha \) such that \( p = f_\alpha(0, x_2, \ldots, x_n) \), but there also exists \( \beta \) such that \( p = f_\beta(x_1, x_2, \ldots, x_n) \) such that \( x_1 \neq 0 \). If \( W = f_\alpha(U_\alpha) \cap f_\beta(U_\beta) \), define \( f : f_\beta^{-1}(W) \to f_\alpha^{-1}(W) \) such that \( f(x) = f_\alpha^{-1} \circ f_\beta(x) \), for \( x \in f_\beta^{-1}(W) \). It follows that \( f \) is both bijective and differentiable. By the inverse function theorem, \( f^{-1} \) will take a neighborhood \( V \subset U_\alpha \) such that \( f_\alpha^{-1}(p) \in V \) to another neighborhood \( U \subset U_\beta \) such that \( f_\beta^{-1}(p) \in U \). This in turn implies that there exists points \( (x_1, \ldots, x_n) \in U_\alpha \) such that \( x_1 > 0 \), which is a contradiction because \( U_\alpha \subset H^n \). Therefore, the boundary is well defined, because it does not change with parametrization.

The above proof suggests that the boundary of a manifold is also a manifold. To be precise:

**Lemma 3.3.** Given \( M^n \) with a boundary, \( \partial M \), it follows that \( \partial M \) is a manifold of dimension \((n-1)\). Also, if \( M^n \) is oriented, so is \( \partial M \).

**Proof.** If \( \{ f_\alpha, U_\alpha \} \) is a differentiable structure on \( M^n \), then consider \( \{ f'_\alpha, U'_\alpha \} \) where \( U'_\alpha = U_\alpha \cap \{ (x_1, \ldots, x_n) \mid x_1 = 0 \} \), and \( f'_\alpha : U'_\alpha \to M^n \) such that \( f'_\alpha(x) = f_\alpha(x) \) for all \( x \in U'_\alpha \). Due to \( \{ f_\alpha, U_\alpha \} \) being a differentiable structure, it must be that \( \{ f'_\alpha, U'_\alpha \} \) is a differentiable structure on \( \partial M \), and since \( x_1 = 0 \), it follows that \( \partial M \) is \( n-1 \) dimensional.

To see the orientation, we know that, by definition of orientation on \( M \) there exists a differentiable structure \( \{ f_\alpha, U_\alpha \} \) such that for \( \alpha, \beta \) where \( f_\alpha(U_\alpha) \cap f_\beta(U_\beta) = W \neq \emptyset \), \( (3.4) \)

\[
\det(f_\alpha^{-1} \circ f_\beta) > 0
\]
As in the first part of the proof, consider \( \{ f'_\alpha, U'_\alpha \} \). Due to (2.4), for all \( \alpha, \beta \) where 
\( f'_\alpha(U'_\alpha) \cap f'_\beta(U'_\beta) = W' \neq \emptyset \), it must be that 
\( \det(f'_\alpha^{-1} \circ f'_\beta) > 0 \), so \( \partial M \) is also oriented due to the orientation of \( M \).

\[ \square \]

Now, we can finally state and prove Stokes’ Theorem.

**Theorem 3.5.** Consider a differentiable compact manifold \( M \) with boundary \( \partial M \), and a \( n-1 \) form \( \omega \) defined on \( M \). Let \( i : \partial M \to M \) be the inclusion map, defined as 
\[ i(x) = x, \] for all \( x \in \partial M \). If follows that

\[ \int_M d\omega = \int_{\partial M} i^* \omega \]

**Proof.** Two major cases arise with regards to the closed support \( K \) (of \( \omega \)).

1. If there exists \( V = f_\alpha(U) \) such that \( K \subset V \).

   Let 
   \[ \omega = \sum_j a_j dx_1 \wedge \cdots dx_{j-1} \wedge dx_{j+1} \wedge \cdots dx_n \]

   Then,
   \[ d\omega = \left( \sum_{j=1}^n (-1)^{j-1} \frac{\partial a_j}{\partial x_j} \right) dx_1 \wedge \cdots dx_n \]

   Now, suppose that \( K \cap \partial M = \emptyset \). It follows that by definition of the inclusion map \( i \), \( \int_{\partial M} i^* \omega = 0 \). Since \( a_j : U \to \mathbb{R} \), we extend each \( a_j \) to \( H^n \) in the following manner.

   \[ a_j(\vec{x}) = \begin{cases} 
   a_j(\vec{x}) & \text{if } \vec{x} \in U \\
   0 & \text{if } \vec{x} \in H^n \setminus U 
   \end{cases} \]

   Consider a parallelepiped \( Q \subset H^n \), such that

   \[ Q = \{ [x_1^1, x_1^2] \times \cdots \times [x_n^1, x_n^2] \} \text{ where } x_i^1 \leq x_i \leq x_i^2, \text{ for } (x_1, \ldots, x_i, \ldots, x_n) \in f^{-1}(K) \]

   In other words, \( Q \) is the smallest parallelepiped containing \( f^{-1}(K) \). Note that \( Q \) exists because \( K \) is compact (and so is \( f^{-1}(K) \)). Therefore, we

\[ \text{There is a slight abuse of notation here. In this case, we conflate } \omega \text{ with } \omega_\alpha, \text{ as by definition we can only integrate } \omega_\alpha. \]
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have:

$$\int_M d\omega = \int_U \left( \sum_{j=1}^n (-1)^{j-1} \frac{\partial a_j}{\partial x_j} \right) dx_1 \ldots dx_n$$

$$= \sum_{j=1}^n (-1)^{j-1} \int_Q \left( \frac{\partial a_j}{\partial x_j} \right) dx_1 \ldots dx_n$$

$$= \sum_{j=1}^n (-1)^{j-1} \int_{x_1^1}^{x_1^2} \int_{x_2^1}^{x_2^2} \int_{x_n^1}^{x_n^2} \left( \frac{\partial a_j}{\partial x_j} \right) dx_1 \ldots dx_n$$

$$= \sum_{j=1}^n (-1)^{j-1} \int_{x_1^1}^{x_1^2} \int_{x_2^1}^{x_2^2} \int_{x_n^1}^{x_n^2} \left( \frac{\partial a_j}{\partial x_j} \right) dx_j dx_1 \ldots dx_{j-1} dx_{j+1} \ldots dx_n$$

$$= \sum_{j=1}^n (-1)^{j-1} \int_Q \left[ a_j(x_1^1, \ldots, x_j^1, \ldots, x_n) - a_j(x_1^0, \ldots, x_j^0, \ldots, x_n) \right] dx_1 \ldots dx_{j-1} dx_{j+1} \ldots dx_n$$

$$= 0$$

For the last step, it was realized that

$$a_j(x_1, \ldots, x_j^1, \ldots, x_n) = a_j(x_1, \ldots, x_j^0, \ldots, x_n) = 0$$

Now, consider when \( K \cap \partial M \neq \emptyset \). In this case, we know that if \( p \in M \) is on the boundary, then \( p = f(0, x_1, \ldots, x_n) \), for all parametrization maps \( f \). Thus, if

$$\omega = \sum_j a_j(x_1, \ldots, x_n) dx_1 \wedge \cdots \wedge dx_{j-1} \wedge dx_{j+1} \wedge \cdots \wedge dx_n$$

Then,

$$i^* \omega = a_1(0, \ldots, x_n) dx_2 \wedge \cdots \wedge dx_n$$

We construct a parallelepiped \( Q \subset H^n \) similar to the previous subcase, except that

\( x_1^1 \leq x_1 \leq 0 \), while \( x_i^1 \leq x_i \leq x_i^2 \) for \( i \geq 2 \) where \( (x_1, \ldots, x_i, \ldots, x_n) \in f^{-1}(K) \)

So, as in the previous subcase, \( Q \) is the smallest parallelepiped that contains \( f^{-1}(K) \). Now,

$$\int_M d\omega = \sum_{j=1}^n (-1)^{j-1} \int_Q \left( \frac{\partial a_j}{\partial x_j} \right) dx_1 \ldots dx_n$$

$$= \int_Q \left[ a_1(0, \ldots, x_n) - a_1(x_1^1, \ldots, x_n) \right] dx_2 \ldots dx_n$$

$$+ \sum_{j=2}^n (-1)^{j-1} \int_Q \left[ a_j(x_1, \ldots, x_j^1, \ldots, x_n) - a_j(x_1, \ldots, x_j^0, \ldots, x_n) \right] dx_1 \ldots dx_{j-1} dx_{j+1} \ldots dx_n$$

$$= \int_Q \left[ a_1(0, \ldots, x_n) \right] dx_2 \ldots dx_n \quad \text{(as } a_j(x_1, \ldots, x_j^i, \ldots, x_n) = 0 \text{ for } j \geq 1, i \in \{1, 2\})$$

$$= \int_{\partial M} i^* \omega$$
(2) We can finally prove the general case. Given the differential structure \( \{ f_\alpha, U_\alpha \} \) on a compact manifold \( M \), take an open covering of \( M \) \( \{ V_\beta \} \). There exists a finite subcover \( \{ V_\beta \} \subset \{ V_\alpha \} \) of \( M \). Now let \( \{ \varphi_1, \ldots, \varphi_m \} \) be a differentiable partition of unity subordinate to \( \{ V_\alpha \} \). For an \( n-1 \) form \( \omega \), we have that \( \varphi_j \omega \) is an \( n-1 \) form completely contained in \( V_j \), which is the case first discussed. Since \( \sum_j \varphi_j = 1 \), differentiating both sides gives us \( \sum_j d\varphi_j = 0 \). Recall that \( \sum_j \varphi_j \omega = \omega \). Using these facts, we find that:

\[
\sum_j d(\varphi_j \omega) = \sum_j d\varphi_j \omega + \sum_j \varphi_j d\omega
\]

As a result,

\[
\int_M d\omega = \sum_{j=1}^m \int_{V_j} \varphi_j \omega
\]

3.1. Applications. Stokes’ Theorem appears in many forms. It is, in fact, the generalized form of the fundamental theorem of calculus. This can be seen in the first case of the proof, when we compute \( \int_M d\omega \). This theorem will be central to proving the Gauss-Bonnet theorem, but we now look at some of its other applications.

**Corollary 3.6.** Green’s Theorem. If \( M = \mathbb{R}^2 \), \( \omega = Pdx + Qdy \), then for the region \( R \) bounded by the closed curve \( \partial R = C \),

\[
\int \int_R \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) dxdy = \int_C (Pdx + Qdy)
\]

*Proof.* By straightforward calculation,

\[
d(Pdx + Qdy) = \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) dx \wedge dy
\]

The result follows by Stokes’ theorem. \( \square \)

**Corollary 3.7.** Brower’s Fixed Point Theorem for Smooth Maps. Let \( D^n \subset \mathbb{R}^n \) be the ball \( D^n = \{ p \in \mathbb{R}^n \mid |p| \leq 1 \} \), where \( |p| \) is the euclidean norm. For every differentiable map \( f : D^n \to D^n \) there exists fixed point, \( q \in D^n \) such that \( f(q) = q \).

*Proof.* We must first prove two lemmas:

**Lemma 3.8.** If \( M^n \) is a compact oriented differentiable manifold, then there exists a differential \( n \)-form \( \omega \) such that every representative form is positive everywhere on \( M \)
Proof. Since $M$ is oriented, there exists a differentiable structure $\{f_\alpha, U_\alpha\}$ such that for all $\alpha, \beta$ where $f_\alpha(U_\alpha) \cap f_\beta(U_\beta) = W \neq \emptyset$, the determinant of the differential map of $f^{-1} \circ g$ is positive. Further, since $M$ is compact, for any open cover, there exists a finite open subcover of $M$, which we denote as $\{V_i\}$. Subordinate to $\{V_i\}$ there exists a partition of unity $\{\varphi_i\}$.

Now, on each $V_i$ we define $\omega_i = 1 dx_1 \wedge \cdots \wedge dx_n$. Due to orientability, if any elements in the covering overlap, the form will still be positive due to the positive determinant. Since $\{V_i\}$ is a covering of $M$, $\omega = \sum_i \varphi_i \omega_i$ is positive and defined globally on $M$. \[\square\]

Lemma 3.9. For any compact, oriented, differentiable manifold $M^n$ with boundary $\partial M$, there does not exist a differentiable map $f : M \to \partial M$ such that $f|_{\partial M}$ is the identity.

Proof. By contradiction. Suppose that $f : M \to \partial M$ exists such that $f|_{\partial M}$ is the identity. By Lemma 2.3, $\partial M$ is also oriented and has dimension $n-1$. Take the (n-1)-form given in the previous lemma, $\omega = dx_1 \wedge \cdots \wedge dx_{n-1}$. Since $d\omega = 0$, and $f|_{\partial M}$ is the identity, $df^*(\omega) = f^*(d\omega) = 0$. Also, every representative form of $\omega$ is positive, so $\omega = i^* f^*(\omega)$ and
\[\int_{\partial M} \omega = \int_{\partial M} i^*(f^*(\omega)) \neq 0\]

But, by Stokes’ Theorem,
\[\int_{\partial M} i^*(f^*(\omega)) = \int_M d(f^*(\omega)) = \int_M f^*(d\omega) = 0\]

So $\int_{\partial M} \omega = 0$ which is a contradiction. Therefore, no such $f$ exists. \[\square\]

Now, we can prove Corollary 3.7. Suppose, for the sake of contradiction, that there exists such a function $f : D^n \to D^n$ such that $f(q) \neq q$. Consider the half-line (or a ray) starting from $f(q)$ and passing through $q$. We know that only one such line exists for each $q$, because $f(q) \neq q$. We also know that this ray will intersect $\partial D^n$ at a unique point $r$ (notice that if $q \in \partial D^n$, then $q = r$). Define $g : D^n \to \partial D^n$ such that $g(q) = r$. It then follows that $g|_{\partial D^n}$ is the identity mapping, which is a contradiction by 2.9. Therefore there must exist a fixed point. \[\square\]

Stokes’ Theorem, as we can see, can be used to prove some important theorems. Now, in order to discuss the Gauss-Bonnet theorem in $\mathbb{R}^3$, we must first discuss important concepts related to geometry in $\mathbb{R}^3$.

4. Riemannian Manifolds and Geometry in $\mathbb{R}^3$

We first need to introduce vector fields, a concept similar to that of forms:

**Definition 4.1.** Given a differentiable manifold $M$, a differentiable vector field is a function $X$ that assigns $p \in M$ to $X(p) \in T_p M$. In other words, $X$ is a function which assigns a point in $M$ to another vector in its tangent space. Recall that a tangent vector is a function which assigns a real linear function on $M$ to an element of $\mathbb{R}$. In order to ensure that the vector field is differentiable, we require for all $p \in M$ and all linear $\varphi : M \to \mathbb{R}$ that $X(p)(\varphi) : M \to \mathbb{R}$ is differentiable.
It naturally follows that if \( f_\alpha : U_\alpha \rightarrow M \), and \( X_i = \frac{\partial}{\partial x^i}, \) \( i \in \{1, \ldots, n\} \) is the associated basis of the parametrization, then a vector field \( X \) in \( f_\alpha(U_\alpha) \) can be written as

\[
X = \sum_i a_i X_i
\]

Note that each vector field corresponds to a 1-form. In other words, \( X = \sum_i a_i X_i \) corresponds to \( \omega = \sum_i a_i dx_i \).

**Definition 4.2.** A Riemannian manifold is a manifold \( M \), along with a choice, for each \( p \in M \), of a Riemannian metric inner product \( \langle \cdot, \cdot \rangle_p \) such that for any differentiable vector fields \( X, Y \) we have that \( p \rightarrow \langle X(p), Y(p) \rangle_p \) is differentiable in \( M \). Hence, the inner product at \( p \in M \) is defined in \( T_p M \).

From now on, we write \( \langle X(p), Y(p) \rangle = \langle X, Y \rangle_p \). If we take \( M = \mathbb{R}^n \), we define, for \( p \in \mathbb{R}^n \), that if \( x, y \in T_p \mathbb{R}^n \), \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_n) \), then \( \langle x, y \rangle = \sum_i x_i y_i \), which is known as the dot product. The concept of the inner product is useful, because we can use it to quantify similarity between the positions of two vectors, which in turn can give us a frame of reference. The next few definitions further this notion.

### 4.1. Cartan’s Structure Equations in \( \mathbb{R}^n \).

**Definition 4.3.** Given \( U \subset \mathbb{R}^n \), an orthonormal moving frame is a set of vector fields \( \{e_1, \ldots, e_n\} \) such that for \( p \in U \), we have that \( \langle e_i, e_j \rangle_p = \delta_{ij} \). Further, we define the set of forms \( \{\omega_1 \ldots \omega_n\} \) such that \( \omega_i(p)(e_j(p)) = \delta_{ij} \) as the coframe associated with \( \{e_i\} \). Thus, \( \{(\omega_i)_p\} \) is the dual basis of \( \{(e_i)_p\} \).

Recall that \( T_p \mathbb{R}^n \subset \mathbb{R}^n \), and \( e_i : \mathbb{R}^n \rightarrow \mathbb{R}^n \), implying that the differentiable map \( d(e_i) : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is linear. Intuitively, this map describes how the frame is rotated as it moves from point to point in \( \mathbb{R}^n \). It would now be useful to create forms that relate to the differential map.

**Definition 4.4.** Given the orthonormal moving frame \( \{e_i\} \) and its coframe \( \{\omega_i\} \), we define the connection forms \( \omega_{ij} \) of \( d(e_i) : \mathbb{R}^n \rightarrow \mathbb{R}^n \) such that for \( p, v \in \mathbb{R}^n \),

\[
\omega_{ij}(p)(v) = \sum_j (\omega_{ij})_p(v)e_j
\]

In more general terms,

\[
de_i = \sum_j \omega_{ij} e_j
\]

Because \( de_i \) is a linear map, it follows that \( w_{ij} \) are 1-forms.

**Proposition 4.5.** In the indices \( i, j \), the connection forms are anti-symmetric, meaning that \( \omega_{ij} = -\omega_{ji} \).

**Proof.** We know that \( \langle e_i, e_j \rangle = \delta_{ij} \). Differentiating both sides, we get that:

\[
\langle de_i, e_j \rangle + \langle e_i, de_j \rangle = 0
\]

\[
\left\langle \sum_k \omega_{ik} e_k, e_j \right\rangle + \left\langle e_i, \sum_k \omega_{jk} e_k \right\rangle = 0
\]

\[
\omega_{ij} + \omega_{ji} = 0
\]

\[
\omega_{ij} = -\omega_{ji}
\]
Now we can state and prove Elie Cartan’s structure equations in $\mathbb{R}^n$.

**Theorem 4.6.** Let $\{e_i\}$ be a moving frame in $U \subset \mathbb{R}^n$, let $\{w_i\}$ be its coframe, and let $\{\omega_{ij}\}$ be the connection forms. The following relation holds:

\[
\begin{align*}
    d\omega_i &= \sum_k \omega_k \wedge \omega_{ki} \\
    d\omega_{ij} &= \sum_k \omega_{ik} \wedge \omega_{kj}
\end{align*}
\]

Where $i, j, k \in \{1, \ldots, n\}$.

**Proof.** Let $a_1 = (1, 0, \ldots, 0), \ldots, a_n = (0, \ldots, 1)$ be the canonical basis in $\mathbb{R}^n$, and let $x_i : U \to \mathbb{R}$ be such that for all $y = (y_1, \ldots, y_n) \in U$, $x_i(y) = y_i$. Since each $x_i$ is a 0-form, each $dx_i$ is a 1-form. In other words, $x_i$ projects the $i$’th component of the vector. Further, $dx_i(a_j) = \delta_{ij}$. Therefore $\{dx_i\}$ is the coframe of $\{a_i\}$. Then, for some arbitrary orthonormal moving frame $\{e_i\}$ and its coframe $\{\omega_i\}$, we have that

\[
(4.7) \quad e_i = \sum_j \beta_{ij} a_i
\]

Further,

\[
(4.8) \quad \omega_i = \sum_j \beta_{ij} dx_j
\]

Note that

\[
(4.9) \quad de_i = \sum_k \omega_{ik} e_k
\]

\[
(4.10) \quad = \sum_k \omega_{ik} (\sum_j \beta_{kj} a_j) = \sum_{jk} \omega_{ik} \beta_{kj} a_j \quad (3.7)
\]

Since $de_i = \sum_j d\beta_{ij} a_j$, we have that

\[
(4.11) \quad d\beta_{ij} = \sum_k \omega_{ik} \beta_{kj}
\]

Now differentiating 3.8,

\[
\begin{align*}
    d\omega_i &= \sum_j d\beta_{ij} \wedge dx_j \\
    &= \sum_k \omega_{ik} \beta_{kj} \wedge dx_j \\
    &= \sum_k \beta_{kj} dx_j \wedge \omega_{ki} \\
    &= \sum_k \omega_k \wedge \omega_{ki}
\end{align*}
\]
Differentiating 3.11, we get the second equation:
\[
d(dβ_{ij}) = 0 = \sum_k dω_{ik}β_{jk} - \sum_k ω_{ik} ∧ dβ_{jk}
\]
\[
\sum_k dω_{ik}β_{jk} = \sum_k ω_{ik} ∧ \sum_s ω_{ks}β_{sj}
\]
\[
ω_{ir} = \sum_k ω_{ik} ∧ ω_{kr} \quad \text{(multiplying by the inverse matrix of } β_{ij})
\]
\[
□
\]
Therefore, in \(\mathbb{R}^3\), the structure equations are as follows:
\[
\begin{align*}
dω_1 &= ω_{12} ∧ ω_2 \\
dω_2 &= ω_{21} ∧ ω_1 \\
dω_3 &= ω_{13} ∧ ω_{32} \\
dω_{12} &= ω_{13} ∧ ω_{23} \\
dω_{13} &= ω_{12} ∧ ω_{21} \\
dω_{23} &= ω_{21} ∧ ω_{13}
\end{align*}
\]

Now, before we can properly discuss manifolds in \(\mathbb{R}^3\), we must state and prove a lemma that will be important in defining curvature in three dimensional space.

**Lemma 4.12.** (Cartan’s Lemma) Let \(V^n\) be a vector space (such as \(\mathbb{R}^n\)), and \(\{ω_1, \ldots, ω_r \mid r ≤ n\}\) be linearly independent 0-forms. If there exists another set of 0-forms \(\{φ_1, \ldots, φ_r\}\) for which \(\sum_j ω_j ∧ φ_j = 0\), then \(φ_i = \sum_j a_{ij}ω_j\), such that \(a_{ji} = a_{ij}\).

**Proof.** From linear algebra, we know that we can extend the set of linearly independent forms to have a complete basis \(\{ω_1, \ldots, ω_n\}\) of \(V^n\). Therefore, given any form \(φ_1\),
\[
φ_i = \sum_{j≤r} a_{ij}ω_j + \sum_{j>r} b_{ij}ω_j
\]
Let \(l = \{r, r+1, \ldots, n\}\). If \(\sum_j ω_j ∧ φ_j = 0\), then
\[
0 = \sum_{j≤r} a_{ij}ω_i ∧ ω_j + \sum_{j>r} a_{ij}ω_i ∧ ω_j
\]

\[
= \sum_{i≤j} (a_{ij} - a_{ji})ω_i ∧ ω_j + \sum_{i>t} b_{ij}ω_i ∧ ω_l
\]

However, since \(ω_s ∧ ω_t\) is linearly independent for \(s < t\), it must be that \(b_{ij} = 0\). Further, this implies that \(a_{ij} = a_{ji}\). \(□\)

We now claim that the structure equations are unique, in particular,

**Proposition 4.13.** Consider \(U ⊂ \mathbb{R}^n\), and let \(ω_1, \ldots, ω_n\) be a set of differential 1-forms defined in \(U\). Assume that there exists a set of 1-forms \(\{ω_{ij} \mid i, j ∈ \{1, \ldots, n\}\}\) such that
\[
ω_{ij} = -ω_{ji} \quad dω_j = \sum_k ω_k ∧ ω_{kj}
\]
Then, \(\{a_{ij}\}\) is unique.

\[8\text{We leave this proof to the reader}\]
4.2. Curvature in $\mathbb{R}^3$. Now, the manifolds that we will explore exist in $\mathbb{R}^3$, but locally ‘look’ like $\mathbb{R}^2$. The concept of immersion crystallizes this idea.

**Definition 4.14.** Given a manifold $M^n$ an immersion of a manifold $M^n \to \mathbb{R}^m$ for some $m \geq n$ is a smooth function $f : M^n \to \mathbb{R}^m$ such that the differential $df_p$ is injective for all $p \in M$.

We will only be dealing with the immersion of 2-dimensional manifolds into $\mathbb{R}^3$. For $M^2$ let $f : M^2 \to \mathbb{R}^3$ be an immersion. We then define the metric at $p \in M^2$ for $y, z \in T_p M^2$ as:

$$\langle y, z \rangle_p := \langle df_p(y), df_p(z) \rangle_{f(p)}$$

The left hand side is defined by the right hand side, which is the inner product of $\mathbb{R}^3$. Now for each $p \in M^2$, there exists a neighborhood $U$ containing $p$ such that $f|_U$ is an immersion. Let $f(U) = V$. We can find a moving frame $\{e_1, e_2, e_3\}$ for $V$, such that $e_1, e_2$ are tangent to $V$, and $e_3$ is normal to $V$. We can accordingly generate the coframe and the connected forms as given in (3.12-7).

We can also create pull-back maps, $f^*(\omega_i)$ and $f^*(\omega_{ij})$ and create new structure equations of $M^2$. Observe that $f^*\omega_3 = 0$, because, for $y \in T_p M$,

$$f^*\omega_3(y) = \omega_3(dx(y)) = \omega_3(a_1e_1 + a_2e_2) = 0$$

Notice, that we can now use both 3.14 to satisfy the conditions necessary for Cartan’s lemma, giving us\(^9\)

$$\omega_3 = 0 = \omega_{13} \wedge \omega_{32}$$

$$d(0) = 0 = \omega_1 \wedge \omega_{13} + \omega_2 \wedge \omega_{23}$$

Therefore,

$$\omega_{13} = h_{11}\omega_1 + h_{12}\omega_2$$

$$\omega_{23} = h_{21}\omega_1 + h_{22}\omega_2$$

with $h_{ij}$ being differentiable real functions on $U$. Now, we know that $de_3 = \omega_{13} e_1 + \omega_{12} e_2$, which implies that

$$de_3 = \begin{bmatrix} h_{11} & h_{12} \\ h_{21} & h_{22} \end{bmatrix}$$

We can think about the map $e_3$ as the orientation of the immersion, as each vector in the field points perpendicularly to the manifold. Therefore, $de_3$ is a map which describes the orientation of the planes that are tangent to the manifold. This is what motivates definitions of curvature.

**Definition 4.15.** Given $p \in M$, such that $de_3(p) = -\begin{bmatrix} h_{11} & h_{12} \\ h_{21} & h_{22} \end{bmatrix}$, the Gaussian Curvature $K$ of $M$ in $p$ is defined as

$$det(de_3) = h_{11}h_{22} - h_{12}h_{21} = h_{11}h_{22} - h_{12}^2$$

\(^9\)For simplicity’s sake, we will now write $f^*(\omega_i) = \omega_i$ because $U$ is imbedded in $\mathbb{R}^3$ by $f$, so essentially $U \subset \mathbb{R}^3$.\]
This is due to the fact that $h_{12} = h_{21}$. By manipulation of the structure equations in $\mathbb{R}^3$, it follows that

$$\omega_{12} = -(h_{11} h_{22} - h_{12}^2)(\omega_1 \wedge \omega_2) = -K(\omega_1 \wedge \omega_2)$$

From the definition of curvature, we can prove an important theorem:

**Theorem 4.16.** Given $M^2$, if $f, f': M^2 \to \mathbb{R}^3$ are immersions that both have the same induced metrics with respective curvature functions of $K$ and $K'$, then for all $p \in M$, $K = K'$. In other words, the curvature is only dependent on the metric, and not the immersion function.

**Proof.** We denote with a prime all of the entities related to $f'$. Now, for $p \in U \subset M$ we can find a moving frame $\{e_1, e_2\}$. It follows that $\{df(e_1), df(e_2)\}$ is the moving frame of $f(U) = V$, and $\{df'(e_1), df'(e_2)\}$ for $f'(U) = V'$. Due to (3.13), $\omega_1 = \omega_1', \omega_2 = \omega_2'$ and $\omega_{12} = \omega_{12}'$. Therefore

$$-K(\omega_1 \wedge \omega_2) = -K'(\omega_1' \wedge \omega_2')$$

□

Notice that if $v_1, v_2$ are linearly independent vectors at $M$, then $\omega_1 \wedge \omega_2(v_1, v_2) = \text{area}(v_1, v_2)$. That is why $\omega_1 \wedge \omega_2$ is known as the area element, as it generates the area of the parallelogram generated by the two vectors.

Note that, given a moving frame, there must exist a unique antisymmetric 1-form $\omega_{12}$ that obeys the structure of equations in $\mathbb{R}^3$. Just take

$$\omega_{12}(e_1) = d\omega_1(e_1, e_2)$$
$$\omega_{12}(e_2) = d\omega_2(e_1, e_2)$$

One can check that it satisfies the necessary properties.

Our next goal is to show that this concept of curvature is intrinsic to the properties of the manifold, in particular, that it is not dependent on the choice of moving frame. First, we must consider the choice of moving frames. if $\{e_1, e_2\}$ and $\{\overline{e}_1, \overline{e}_2\}$ are both frames with the same orientation, then

$$\overline{e}_1 = fe_1 + ge_2$$
$$\overline{e}_2 = -ge_1 + fe_2$$

Where $f, g : M \to \mathbb{R}$ are differential functions such that $f^2 + g^2 = 1$. This result comes from both linear algebra and analysis.

**Lemma 4.17.** At a point $p \in M$, if $\{e_1, e_2\}$ and $\{\overline{e}_1, \overline{e}_2\}$ are both frames with the same orientation, then

$$\omega_{12} = \overline{\omega}_{12} - \tau$$

Where $\tau = dfg - gdf$. Further, if $K$ and $\overline{K}$ are the respective curvatures of the frames, then $K = \overline{K}$. This shows that the curvature does not depend on the choice of frame.

**Proof.** As a result of $f, g$ as defined before the lemma,

$$\overline{\omega}_1 = f\omega_1 - g\omega_2$$
$$\overline{\omega}_2 = g\omega_1 + f\omega_2$$

Differentiating $\omega_1$, we have that

$$d\overline{\omega}_1 = df \wedge \omega_1 + f d\omega_1 - dg \wedge \omega_2 - g \omega_2$$
By structure of equations in $\mathbb{R}^3$, and because $\omega_{12} = -\omega_{21}$,
\[
d\omega_1 = \omega_{12} \wedge \omega_2 + (fdf + gdg) \wedge \omega_1 + (gdf - fdg) \wedge \omega_2
\]
But since $f^2 + g^2 = 1$, differentiating gives us that $fdf + gdg = 0$ and therefore:
\[
d\omega_1 = (\omega_{12} - \tau) \wedge \omega_2
\]
Similarly for $\omega_2$, we find that
\[
d\omega_2 = -(\omega_{12} - \tau) \wedge \omega_1
\]
Combining these equations gives us:
\[
\omega_{12} = \omega_{12} - \tau
\]
Now, we can calculate that $d\tau = 0$, which gives us that $d\omega_{12} = d\omega_{12}$. Therefore,
\[
K(\omega_1 \wedge \omega_2) = K(\omega_1 \wedge \omega_2)
\]
and so $K = K$. \qed

Technically $\tau$ is the differential map of the angle function between the two frames $e_i$ and $\bar{e}_i$. Intuitively, $\tau$ measures the rate of change of the angle between the two frames. Now that we have shown that the Gaussian curvature of a manifold is remarkably independent, we can discuss the Gauss-Bonnet Theorem.

5. The Gauss-Bonnet Theorem

We will only prove the Gauss-Bonnet theorem for two-dimensional manifolds immersed in $\mathbb{R}^3$. First, we prove an equivalent theorem, known as the Poincaré-Hopf index theorem, and show its equivalence to Gauss Bonnet. Both theorems relate topological properties of the manifold to its geometric properties. With regards to topology, we would like to define the index of a vector field at a point on a manifold.

Definition 5.1. Consider a differential vector field $X$ defined on $M$. We define $p \in M$ as a singular point if $X(p) = 0$. Further, $p$ is isolated if there exists a neighborhood $V_p \subset M$ containing $p$ that contains no other singular point.

The number of such isolated points is finite, since $M$ is compact. We also choose $V$ to be homeomorphic to a disk in $\mathbb{R}^2$, because integration is easier. We will now develop a topological property corresponding to an isolated point.

Proposition 5.2. Consider a differential vector field $X$ defined on $M$ and consider the set of isolated points $\{q \in M \mid X(q) = 0\}$. Now, we define the moving frame at $V_q \setminus q$ such that $(\bar{e}_1)_p = \frac{X(p)}{\|X(p)\|}$ and $(\bar{e}_2)_p$ as orthogonal to $e_1$ and preserving the orientation of $M$. Now, arbitrarily choose another moving frame $\{e_1, e_2\}$. There will consequently exist two sets of connection forms and coframes for each of the moving frames. From lemma 3.22, $\omega_{12} - \omega_{12} = \tau$. Thus, for any closed curve $C$ bounding a compact region of $V$ containing $p$,
\[
\int_C \tau = 2\pi I
\]
Where $I$ is known as the index of $X$ at $p$.}
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In order to see why this is true, note that as we start at \( p \) and travel around the curve, each \( \tau_i \) and \( e_i \) must end up in the same place after any full rotation. This implies that each moving frame performs a rotation of some integer of \( 2\pi \). Since \( \tau_i \) always points in the direction of the vector field, as the vector field ‘rotates,’ so does \( \tau_i \). Now, since \( \tau \) is the differential of the angle between \( \tau_i \) and \( e_i \), integrating \( \tau \) along a closed curve would have to give us some integer multiple of \( 2\pi \), because it would be the difference in rotations between \( \tau_i \) and \( e_i \), which are each multiples of \( 2\pi \).

**Example 5.3.** Below are a few examples of vector fields with different indices at isolated singularities:

![Examples of vector fields](image)

Note that, when defining \( I \), we chose the frame \( \{e_i\} \), a Riemannian metric, and the closed curve \( C \). We will now show that \( I \) does not depend on these choices.

**Lemma 5.4.** The index of \( X \) at an isolated point \( p \in M \) does not depend on the closed curve \( C \) that contains a compact subset of \( V_p \).

**Proof.** Take two such closed curves, label them \( C_1 \), \( C_2 \). Let \( \int_{C_1} \tau = 2\pi I_1 \) and \( \int_{C_2} \tau = 2\pi I_2 \), and denote \( \Delta \) as the region bounded by the two curves. By calculation, we have

\[
2\pi(I_1 - I_2) = \int_{C_1} \tau - \int_{C_2} \tau = \int_{\partial \Delta} \tau = \int_{\Delta} d\tau \quad \text{(Stokes' Theorem)}
\]

\[
= 0 \quad \text{(} d\tau = 0 \text{)}
\]

Therefore, \( I_1 = I_2 \). If \( C_1 \) and \( C_2 \) intersect, we can choose another curve \( C_3 \) that does not intersect either curve, and apply the above method. \( \square \)

Now, we show that the index is independent of the choice of frame \( \{e_1, e_2\} \) in the following way.
Lemma 5.5. Suppose we are given a vector field $X$ and $\{e_i\}$. Consider $B(r,p)$, or in other words, a disk of radius $r$ centered at an isolated point $p$. Let $S(r,p) = \partial B(r,p)$. The following relation must hold:
\[
\lim_{r \to 0} \frac{1}{2\pi} \int_{S(r,p)} \omega_{12} = I
\]

Proof. First, we must prove that such a limit exists. Choose an arbitrary sequence
\[
\int_{S(r_1,p)} \omega_{12}, \ldots, \int_{S(r_n,p)} \omega_{12}, \ldots
\]
such that $\lim_{n \to 0} \{r_n\} = 0$. By Stokes’ theorem,
\[
\int_{S(r_i,p)} \omega_{12} - \int_{S(r_k,p)} \omega_{12} = \int_{B(r_i,p) \setminus B(r_k,p)} d\omega_{12} = 0 \text{ as } r_i, r_k \to 0
\]
So, the above sequence is a Cauchy sequence. Since an arbitrary sequence was chosen, it must be that $\lim_{r \to 0} \frac{1}{2\pi} \int_{S(r,p)} \omega_{12}$ exists. Let $I$ denote this limit. Now, consider
\[
\int_{S(r_1,p)} \omega_{12} - \int_{S(r_2,p)} \omega_{12}
\]
for $r_1, r_2 > 0$. Fix $r_1$ and let $r_2 \to 0$. It follows that $\int_{S(r_2,p)} \omega_{12} = 2\pi I$, and so by Stokes’ Theorem
\[
\int_{S(r_1,p)} \omega_{12} - 2\pi I = \int_{B(r_1,p)} d\omega_{12}
\]
\[
\int_{S(r_1,p)} \omega_{12} = -\int_{B(r_1,p)} K(\omega_1 \wedge \omega_2) + 2\pi I
\]
From Lemma 3.22, we have that $\omega_{12} = \omega_{12} + \tau$, and so
\[
\int_{S(r_1,p)} \omega_{12} = \int_{S(r_1,p)} \omega_{12} + \int_{S(r_1,p)} \tau
\]
\[
= \int_{B(r_1,p)} d\omega_{12} + 2\pi I
\]
\[
- \int_{B(r_1,p)} K(\omega_1 \wedge \omega_2) + 2\pi I = -\int_{B(r_1,p)} K(\omega_1 \wedge \omega_2) + 2\pi I
\]
Lemma 3.22 also tells us that $K(\omega_1 \wedge \omega_2) = K(\omega_1 \wedge \omega_2)$, and so $I = I$. \hfill \Box

Thus, Lemma 3.22 is heavily responsible for proving the independence of the index from the choice of moving frame.

Lemma 5.6. The index is not dependent on the metric of $M$

Proof. Let $\langle \cdot, \cdot \rangle_1$ and $\langle \cdot, \cdot \rangle_2$ be two arbitrarily chosen metrics on $M$. Define a function dependent on $t \in [0, 1]$ such that
\[
\langle \cdot, \cdot \rangle_t = t\langle \cdot, \cdot \rangle_1 + (1 - t)\langle \cdot, \cdot \rangle_0
\]
It can be seen that $\langle \cdot, \cdot \rangle$ is a valid inner product on $M$ that varies smoothly with $p$. Let $I_0, I_t, I_1$ be the respective indices. From the previous two lemmas, we can see
that $I_t$ is a smooth function. Since $I_t$ can only be an integer, it must be that $I_t = c$ for all $t \in (0, 1)$. Therefore, due to continuity, $I_0 = I_t = I_1$. □

Now we are ready to state and prove the Poincaré-Hopf Index Theorem in $\mathbb{R}^3$.

**Theorem 5.7.** Consider an oriented differentiable compact manifold $M^2$. Let $X$ be a differential vector defined field on $M$ with isolated singularities $p_1, \ldots, p_k$, whose respective indices are $I_1, \ldots, I_k$. For all Riemannian metrics on $M$,

$$
\int_M K\sigma = \sum_{i=1}^k 2\pi I_i
$$

Where $\sigma = \omega_1 \wedge \omega_2$ is the area element.

**Proof.** As previously discussed, in $M \setminus \bigcup_i \{p_i\}$ consider the frame where $(e_1)_p = \frac{X(p)}{\|X(p)\|}$ and $e_2$ is perpendicular to $e_1$. Now consider the collection of balls $B_i$, where each $p_i \in B_i$, and $B_i$ contains no other isolated point. Since $\varpi_{12} = -K\varpi_1 \wedge \varpi_2$, we have

$$
\int_{M \setminus \bigcup_i B_i} K\varpi_1 \wedge \varpi_2 = -\int_{M \setminus \bigcup_i B_i} d\varpi_{12}
$$

$$
= \int_{\bigcup_i \partial B_i} \varpi_{12} \quad \text{(Stokes' Theorem)}
$$

$$
= \sum_i \int_{\partial B_i} \varpi_{12}
$$

In the second step above, the change in sign is due to the fact that the orientation of $M \setminus \bigcup_i B_i$ is the exact opposite of $\bigcup_i B_i$. In other words, for each ball, the outside of the ball has an orientation opposite to the inside of each ball. Now, from lemma 3, we know that for any frame and coframe $\{\omega_1, \omega_2\}$ that $\int_{M \setminus \bigcup_i B_i} K\varpi_1 \wedge \varpi_2 = \int_{M \setminus \bigcup_i B_i} K\omega_1 \wedge \omega_2$. Let $r_i$ denote the radius of each $B_i$. Due to lemma 4.4, it must be that

$$
\lim_{r_i \to 0} \int_{\partial B_i} \varpi_{12} = 2\pi I_i
$$

Therefore, as all of the radii approach 0 we have (for the purposes of integrating) that $M \setminus \bigcup_i B_i = M$, and so

$$
\int_M K\varpi_1 \wedge \varpi_2 = \int_M K\omega_1 \wedge \omega_2 = \sum_{i=1}^k 2\pi I_i
$$

□

Now, in order to prove Gauss-Bonnet, we introduce a seemingly new topological concept of the Euler number of a 2-manifold that arises from the concept of triangulation.

**Definition 5.8.** Given a compact oriented 2-manifold $M$, a *triangulation* of the manifold is a collection of curvilinear triangles $\{T_i\}$, such that

1. $\bigcup_i T_i = M$
2. For all $i \neq j$, $T_i \cap T_j$ is either a vertex, an edge, or empty
Example 5.9. For the surface of a sphere, $D^2$, a possible triangulation is taken from [2] and is as follows:

![Sphere Triangulation Diagram]

Proposition 5.10. Every compact 2-manifold admits a triangulation.

Definition 5.11. Given a triangulation of a compact oriented 2-manifold $M$, let $V$ be the number of vertices, $A$ be the number edges, and let $F$ be the number of triangles. We define the Euler number of the manifold to be $\chi(M) = V - A + F$.

Example 5.12. For the triangulation of the sphere as given in example 5.9, we have that $V = 6$, $A = 8$ and $F = 4$, so

$$\chi(D^2) = V - A + F = 2$$

At first glance, definition seems to be dependent on the given triangulation. However, this is not true, as will be shown by the following lemma.

Lemma 5.13. Consider a compact oriented differentiable 2-manifold $M$. For all triangulations on $M$, and for any vector field defined on $M$ we have that

$$\chi(M) = \sum_i I_i$$

Above, $\sum_i I_i$ is the sum of the indices of the vector field. Since we know that $\sum_i I_i$ is the same for all vector fields, it follows that $\chi(M)$ must be the same for all triangulations.

Proof. By our proof of the Poincaré-Hopf Theorem, we already know that $\sum_i I_i$ is the same for all vector fields. Therefore, we just need to prove the lemma for one vector field. Given an arbitrary triangulation of $M$, we define a vector field such that the field has isolated singularities with $I = 1$ at the vertices and midpoints of the edges. Further, the field also has isolated singularities with $I = -1$ at the centroid of each triangle. For example, given the subset of the triangulation:

---

10: This proof is beyond the scope of this paper, a proof is given here [3]
Above, $\chi(M) = 5 - 8 + 4 = 1$. The vector field is then defined as follows:

As we can see, points $1 - 5$ and $14 - 17$ have an index of 1, while $6 - 13$ have an index of $-1$. Therefore $\sum_i I_i = 1 = \chi(M)$, proving the lemma. \[\square\]

Now, the proof of the Gauss-Bonnet theorem is almost immediate.

**Theorem 5.14.** Consider an oriented differentiable compact manifold $M^2$. For any Riemannian metric on $M$,

$$\int_M K\sigma = 2\pi\chi(M)$$

**Proof.** By the Index theorem, we already have that $\int_M K\sigma = \sum_i 2\pi I_i$. By the previous lemma, we have that $\sum_i 2\pi I_i = 2\pi\chi(M)$, so $\int_M K\sigma = 2\pi\chi(M)$.

\[\square\]

Now, we can more easily calculate the calculate $\int_M K\sigma$ for many objects.
Example 5.15. For the sphere, as we had previously shown, $\chi(D^2) = 2$, so $\int_{D^2} K\sigma = 4\pi$.

6. Conclusion

The Gauss-Bonnet theorem surprisingly implies that the Euler number does not depend on the vector field $X$, and the integral of the curvature with respect to the area element does not depend on the metric. Therefore, each of these concepts are inherent to the structure of the manifold.

Another interesting consequence of this theorem is that two compact manifolds without boundary $M^2$ and $N^2$ are diffeomorphic, in other words, there exists a smooth function with a smooth inverse between $M^2$ and $N^2$, if and only if $\chi(M^2) = \chi(N^2)$. In other words, if we can smoothly identify one manifold with another, then their Euler numbers are the same. This proof is primarily due to Shiing Shen Chern, who in fact used this technique to prove a generalized version of the Gauss-Bonnet theorem that holds for higher dimensional manifolds.
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