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**Abstract.** We are interested in the spectrum of matrices in the adjacency algebra of the Johnson scheme. In particular, we ask under what circumstances all eigenvalues are integral. Putting the question in a more general context, we introduce coherent configurations and metric schemes. An examination of the adjacency algebra will reveal that for commutative coherent configurations, including metric schemes, its elements are simultaneously diagonalizable. We construct the eigenspaces and the basis of minimal idempotents of the Johnson adjacency algebra. One tool for calculating the dimension of each eigenspace is a full-rank property of certain inclusion matrices (Gottlieb 1966); we prove a lattice-theoretic generalization of this result. We compute the eigenvalues of all matrices in this algebra, and provide several sufficient conditions of the integrality of the spectra.
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1. Introduction

This investigation began with a recent question of Gábor Tusnády to László Babai. Tusnády, working in information theory, asked why the eigenvalues of the \( (\binom{n}{k}) \times (\binom{n}{k}) \) matrix

\[
M = (m_{AB}) = \left( \begin{array}{c} |A \cap B| \end{array} \right)
\]

where \( A, B \) range over all \( k \)-subsets of a fixed \( n \)-set and \( r \) is an arbitrary nonnegative integer, always appeared to be integral. Babai suggested generalizing the question to matrices of the form \( M = (m_{AB}) = (f(|A \cap B|)) \) for a general function \( f : \mathbb{Z}_{\geq 0} \rightarrow \mathbb{R} \). These matrices are precisely the matrices in the adjacency algebra of the Johnson scheme \( J(n,k) \) (see Sec. 4.4).

The main spectral result of this paper is the following (see Cor. 7.5).

**Theorem 1.1.** Let \( M \) be an \( (\binom{n}{k}) \times (\binom{n}{k}) \) matrix in the adjacency algebra of the Johnson scheme \( J(n,k) \); that is, a matrix of the form

\[
M = (m_{AB}) = (f(|A \cap B|))
\]

where \( A, B \) range over all \( k \)-subsets of a fixed \( n \)-set. The eigenvalues of \( M \) are given by \( \lambda_0, \ldots, \lambda_k \), where

\[
\lambda_t = \sum_{\ell=0}^{k} f(\ell) \sum_{m=0}^{t} (-1)^{t-m} \binom{k-m}{\ell-m} \binom{n-k+m-t}{k-\ell+m-t} \binom{t}{m}.
\]

The eigenspace corresponding to the eigenvalue \( \lambda_t \) is independent of \( f \) and has dimension \( \binom{n}{t} - \binom{n-1}{t-1} \).

In particular, if \( f \) is integer-valued, as in Tusnády’s case, then the matrix will have an integral spectrum.

**Remark 1.2.** It is possible that not all \( \lambda_i \) above are distinct, in which case the statement of Theorem 1.1 is imprecise. For the precise statement and proof, see Cor. 7.5.

The main structural result is the description of the basis of symmetric orthogonal idempotents of the adjacency algebra of the Johnson scheme (see Cor. 7.3).

**Outline of the paper.** We begin with some preliminaries concerning linear algebra, finite-dimensional algebras, graphs, and digraphs (directed graphs) (Sec. 2). Central to our study is a review of the structure of \( \ast \)-closed matrix algebras (semisimplicity and direct decomposition to simple algebras) (Sec. 2.2.2). In particular, a \( \ast \)-closed commutative matrix algebra over \( \mathbb{C} \) has a common orthonormal eigenbasis. While this fact follows from the general theory, we give a self-contained proof (based on the standard facts of linear algebra) (Thm. 2.13). We also give the real version (Thm. 2.14) where the matrices in the commutative algebra are assumed to be symmetric (and therefore their eigenvalues are real). This latter result will be the foundation of our subsequent study of the structure of the adjacency algebras of association schemes.

To put our combinatorial problem in a more general context, we provide an overview of **coherent configurations**, a class of highly regular combinatorial objects, following...
Babai [2] (Sec. 3). Coherent configurations arose in a variety of contexts, including the theory of permutation groups (Schur [21] 1933, Higman [17] 1970), statistics (association schemes 1950s, see below), algorithms ([24] and [2]), and recently in the complexity of matrix multiplication [10]. We explore an algebraic structure associated with coherent configurations, known as the adjacency algebra (Sec. 3.2). In particular, we observe that the adjacency algebra of any coherent configuration is *-closed and therefore semisimple (Prop. 3.20 and Cor. 3.21). Restricting the adjacency algebra to commutative coherent configurations (Sec. 3.3) results in a commutative algebra, implying that the adjacency algebra over C has a common orthonormal eigenbasis (Cor. 3.26). We then further restrict to classical association schemes. For these structures, the adjacency algebra consists of symmetric matrices and therefore has a common orthonormal eigenbasis over the reals by Thm. 2.14 mentioned above. Association schemes originally arose in statistical design theory (Sec. 4). Much of our exploration draws on the work of Delsarte and Levenshtein [12] and Brouwer’s exposition [9]. We then further restrict to metric schemes, which arise from the distance metric of distance-regular graphs. We give a self-contained proof of the central structure theorem (Thm. 4.14) that the adjacency algebra of a metric scheme has a unique basis of symmetric orthogonal idempotents.

Johnson schemes, generated by the distance-regular Johnson graphs, are a class of metric schemes arising in a variety of contexts, including combinatorics, information theory [18], and recently computational complexity theory [19]. They also play a key role in the study of the Graph Isomorphism problem [2]. In Sec. 6 and Sec. 7 we apply the general theory to the Johnson graphs. We carry out the construction of the eigenspaces for the Johnson graphs following the construction of the same eigenspaces for the Kneser graphs in [18] (Sec. 6). The construction requires finding the dimension of the eigenspaces, which is in turn based on a theorem of Gottlieb concerning full-rank inclusion matrices (Sec. 5). We include a proof of a lattice-theoretic generalization of Gottlieb’s theorem found by my advisor’s former student Barry Guiduli (Thm. 5.25). The main results concerning the spectrum and structure of the Johnson adjacency algebra are located in Sec. 7. These results follow quickly from the general theory of abstract algebras of association schemes; however, our exposition provides self-contained elementary proofs.

2. Preliminaries

This section consists of elementary background material so that the main results of this paper will be accessible to readers with a basic background in linear algebra. We will comment on more advanced topics without providing background, but these remarks are not fundamental to the main results.

2.1. Linear algebra: Commuting normal matrices

We begin by introducing symmetric and normal linear transformations. We then prove a sufficient condition for a set of linear transformations to be simultaneously diagonalizable. The space $W$ below will always be either a finite-dimensional real euclidean space or a finite-dimensional complex Hermitian inner product space. $M_{m,n}(\mathbb{F})$ denotes the space of $m \times n$ matrices over the field $\mathbb{F}$. We write $M_n(\mathbb{F}) = M_{n,n}(\mathbb{F})$ for the algebra of $n \times n$ matrices over $\mathbb{F}$. 
Definition 2.1. A linear transformation \( \Phi : W \to W \) on a finite-dimensional real euclidean space \( W \) is said to be symmetric if
\[
(\forall x, y \in W) \left( (\Phi x, y) = (x, \Phi y) \right).
\]

Fact 2.2. If \( \Phi \) is symmetric and \( U \) is a \( \Phi \)-invariant subspace of \( W \), then \( \Phi_{|U} \) is also symmetric.

Definition 2.3. Let \( \Phi : V \to W \) be a linear map between finite-dimensional Hermitian inner product spaces. The adjoint of \( \Phi \), denoted by \( \Phi^* \), is the unique linear transformation \( \Phi^* : W \to V \) such that \( (\Phi v, w)_W = (v, \Phi^* w)_V \) for all \( v \in V, w \in W \).

Observation 2.4. An \( m \times n \) matrix \( A \in M_{m,n}(\mathbb{C}) \) can be associated with a linear map \( \Phi_A : \mathbb{C}^n \to \mathbb{C}^m \) by setting \( \Phi_A x = Ax \) for all \( x \in \mathbb{C}^n \).

Fact 2.5. Every linear map \( \Phi : \mathbb{C}^n \to \mathbb{C}^m \) is associated with a unique matrix \( A \in M_{m,n}(\mathbb{C}) \).

Fact 2.6. Let \( \Phi : \mathbb{C}^n \to \mathbb{C}^m \) be a linear map. If \( A \) is the matrix associated with \( \Phi \), then \( \Phi^* \) is associated with the matrix \( A^* \), the conjugate-transpose of \( A \).

Definition 2.7. A linear transformation \( \Phi : W \to W \) is called normal if \( \Phi \Phi^* = \Phi^* \Phi \).

Fact 2.8 (Complex Spectral Theorem). Let \( W \) be a finite-dimensional Hermitian inner product space. A linear transformation \( \Phi : W \to W \) is normal if and only if \( \Phi \) admits an orthonormal eigenbasis.

Fact 2.9 (Real Spectral Theorem). Let \( W \) be a finite-dimensional real euclidean space. A linear transformation \( \Phi : W \to W \) is symmetric if and only if \( \Phi \) admits a real orthonormal eigenbasis.

Corollary 2.10. If \( P : \mathbb{R}^n \to \mathbb{R}^n \) is an orthogonal projection onto a subspace of \( \mathbb{R}^n \) then \( P \) is symmetric.

Fact 2.11. Let \( \Phi : W \to W \) be a linear transformation and let \( U \subseteq W \) be a \( \Phi \)-invariant subspace. If \( \Phi \) is normal, then \( \Phi_{|U} \) is normal.

Lemma 2.12. Let \( W \) be a finite-dimensional vector space (over any field). Let \( \Phi_1, \Phi_2 : W \to W \) be commuting linear transformations. Then each eigenspace of \( \Phi_1 \) is \( \Phi_2 \)-invariant.

Proof. Let \( U \) be the eigenspace of \( \Phi_1 \) corresponding to eigenvalue \( \lambda \), so \( U = \{ x \in W : \Phi_1 x = \lambda x \} \). Fix a nonzero vector \( x \in U \). Then \( \Phi_1 x = \lambda x \), so
\[
(5) \quad \Phi_1 \Phi_2 x = \Phi_2 \Phi_1 x = \Phi_2 (\lambda x) = \lambda \Phi_2 x.
\]
Therefore \( \Phi_2 x \in U \). \( \square \)

Theorem 2.13. Let \( W \) be a finite-dimensional complex Hermitian inner product space. Let \( \Phi_1, \ldots, \Phi_n \) be normal, commuting linear transformations on \( W \). Then \( \Phi_1, \ldots, \Phi_n \) have a common orthonormal eigenbasis.

Proof. Let \( d = \dim W \). We will proceed by induction on \( d \). If all the \( \Phi_i \) are scalar transformations then any basis is a common eigenbasis. This in particular settles the base case \( d = 1 \). Assume now that \( \Phi_1 \) is not a scalar transformation, and let
$U_1, \ldots, U_t$ be the eigenspaces of $\Phi_1$. By Fact 2.8, $V = U_1 \oplus \cdots \oplus U_t$ and the $U_i$ are pairwise orthogonal. By Lemma 2.12, each $U_i$ is $\Phi_j$-invariant for all $1 \leq j \leq n$, and Fact 2.11 guarantees that each $\Phi_j|_{U_i}$ is normal. Therefore we can apply our inductive hypothesis to $\Phi_j|_{U_i}$ for all $1 \leq i \leq t$ to produce a common orthonormal eigenbasis $B_i$ for each eigenspace $U_i$ of $\Phi_1$. Let $B = \bigcup_{i=1}^t B_i$. By the orthogonal direct sum decomposition, $B$ forms an orthonormal basis for $W$, and each vector in $B$ is an eigenvector for each $\Phi_j$ ($1 \leq j \leq n$).

Thm. 2.13 will be used later in the proof of Cor. 2.37.

**Theorem 2.14.** Let $W$ be a finite-dimensional real euclidean space. Let $\Phi_1, \ldots, \Phi_n$ be symmetric, commuting linear transformations on $W$. Then $\Phi_1, \ldots, \Phi_n$ have a common real orthonormal eigenbasis.

**Proof.** Following the proof of Thm. 2.13 in the real case, Fact 2.9 guarantees that we can find a common real orthonormal eigenbasis. □

### 2.2. Theory of finite-dimensional algebras

#### 2.2.1. Semisimple algebras

We begin by reviewing the elements of the theory of finite-dimensional algebras. Let $F$ be a field.

**Definition 2.15.** An $F$-algebra is a vector space $A$ over $F$ equipped with an additional multiplication operation $\times : A^2 \to A$ which satisfies both left and right distributivity as well as scalar compatibility.

**Example 2.16.** $M_n(F)$ forms an algebra.

**Definition 2.17.** Let $v_1, \ldots, v_n$ be elements of an algebra $A$. The algebra generated by $v_1, \ldots, v_n$, denoted by $\text{alg}(v_1, \ldots, v_n)$, is the smallest subalgebra of $A$ containing $v_1, \ldots, v_n$.

**Definition 2.18.** The space of polynomials over a field $F$, denoted by $F[t]$, is the set of all finite linear combinations of nonnegative powers of the variable $t$ with coefficients in $F$.

**Fact 2.19.** Let $A$ be an element of an algebra $A$. Then

$$\text{alg}(A) = \{ f(A) : f \in F[t] \}$$

**Definition 2.20.** Let $A$ be an algebra, and let $e_1, \ldots, e_n$ be a basis of $A$, i.e., a basis of the underlying vector space. The structure constants $c_{i,j}^k$ of $A$ with respect to this basis are the unique coefficients satisfying

$$e_i e_j = \sum_{k=1}^n c_{i,j}^k e_k.$$  

**Remark 2.21.** Given a basis $e_1, \ldots, e_k$, the structure constants determine the algebra.

**Definition 2.22.** The radical of a finite-dimensional algebra is the unique largest nilpotent ideal.
We denote the radical of \( \mathcal{A} \) by \( \text{rad} \mathcal{A} \).

**Definition 2.23.** An algebra \( \mathcal{A} \) is called **semisimple** if \( \text{rad} \mathcal{A} = \{0\} \).

**Definition 2.24.** An algebra \( \mathcal{A} \) is called **simple** if \( \mathcal{A} \neq \{0\} \) and \( \mathcal{A} \) has no nontrivial ideal.

**Theorem 2.25** (Wedderburn). If \( \mathcal{A} \) is a finite-dimensional semisimple algebra then \( \mathcal{A} \) is the direct sum of simple algebras with identity.

**Theorem 2.26** (Wedderburn). If \( \mathcal{A} \) is a simple finite-dimensional algebra with identity over \( \mathbb{C} \) then \( \mathcal{A} \) is isomorphic to \( M_k(\mathbb{C}) \) for some natural number \( k \).

The proof appears in Wedderburn’s classic paper [23], see [22, Sec. 13.11] or [14, Sec. 4.3].

**Definition 2.27.** An element \( A \) of an algebra \( \mathcal{A} \) is called **idempotent** if \( A^2 = A \).

**Definition 2.28.** Two elements \( A_1, A_2 \) of an algebra \( \mathcal{A} \) are called **orthogonal** if \( A_1 A_2 = A_2 A_1 = 0 \).

**Fact 2.29.** If \( \mathcal{A} \) is a semisimple commutative finite-dimensional algebra over \( \mathbb{C} \), then \( \mathcal{A} \) has a unique basis of orthogonal idempotents.

### 2.2.2. \( \ast \)-closed matrix algebras.

**Definition 2.30.** Let \( A \in M_n(\mathbb{F}) \). The adjoint \( A^* \) of \( A \) is its conjugate-transpose.

**Definition 2.31.** Let \( \mathbb{F} = \mathbb{R} \) or \( \mathbb{C} \), and let \( \mathcal{A} \) be a subalgebra of \( M_n(\mathbb{F}) \). If \( \mathcal{A} \) is closed under adjoints, then we call \( \mathcal{A} \) \( \ast \)-closed.

**Remark 2.32.** The concept of \( \ast \)-closed algebras is a special case of the concepts of operator algebras, von Neumann algebras, and \( C^* \)-algebras.

**Proposition 2.33.** Let \( \mathbb{F} = \mathbb{R} \) or \( \mathbb{C} \). If a subalgebra \( \mathcal{A} \) of \( M_n(\mathbb{F}) \) is \( \ast \)-closed, then \( \mathcal{A} \) is semisimple.

**Proof.** Let \( \mathcal{A} \) be a \( \ast \)-closed subalgebra of \( M_n(\mathbb{F}) \). Suppose \( M \in \text{rad} \mathcal{A} \). By hypothesis \( M^* \in \mathcal{A} \), so we have \( M^* M \in \text{rad} \mathcal{A} \), as \( \text{rad} \mathcal{A} \) is an ideal. \( M^* M \) is nilpotent by its inclusion in \( \text{rad} \mathcal{A} \), thus all its eigenvalues are 0. But \( M^* M \) is self-adjoint. By the Spectral Theorem, \( M^* M \) is diagonalizable with the entries along the diagonal being precisely the eigenvalues. Thus \( M^* M \) is similar to the zero matrix, so \( M^* M = 0 \). For all \( v \in \mathbb{F}^n \), we have

\[
0 = \langle 0, v \rangle = \langle M^* M v, v \rangle = \langle M v, M v \rangle = \|M v\|^2.
\]

Hence \( M \) maps every vector to 0, so we conclude that \( M \) is the zero matrix. Therefore \( \text{rad} \mathcal{A} = \{0\} \).

Thm. 2.25 now holds with coordinates in the decomposition being \( \ast \)-closed. We now state the analogues of Wedderburn’s theorems for \( \ast \)-closed algebras.

**Fact 2.34.** Let \( \mathbb{F} = \mathbb{R} \) or \( \mathbb{C} \). If \( \mathcal{A} \) is a \( \ast \)-closed subalgebra of \( M_n(\mathbb{F}) \), then \( \mathcal{A} \) is the direct sum of \( \ast \)-closed simple algebras with identity.

**Definition 2.35.** We say that an isomorphism of \( \ast \)-closed complex algebras is a \( \ast \)-isomorphism if it preserves adjoints.
Fact 2.36. If $\mathcal{A}$ is a simple $\ast$-closed subalgebra of $M_n(\mathbb{C})$, then $\mathcal{A}$ is $\ast$-isomorphic to $M_k(\mathbb{C})$ for some natural number $k$.

For the proofs of Facts 2.34 and 2.36 see [13, Sec. 5.1].

Corollary 2.37. If $\mathcal{A}$ is a commutative $\ast$-closed subalgebra of $M_n(\mathbb{C})$, then $\mathcal{A}$ has a unique basis of orthogonal self-adjoint idempotents.

While this result follows from Fact 2.34, we shall give a direct elementary proof (see Thm. 2.13).

Proof. Since $\mathcal{A}$ is commutative and $\ast$-closed, each $A \in \mathcal{A}$ is normal. By Thm 2.13, there exists a common orthonormal eigenbasis $e_1, \ldots, e_m$ for the linear transformations corresponding to a basis $A_0, \ldots, A_n$ of $\mathcal{A}$. Define $\lambda(\ell,j)$ to be the unique value such that $A_\ell e_j = \lambda(\ell,j)e_j$. We say $e_i \sim e_j$ if $(\forall \ell \in \{0, \ldots, n\})(\lambda(\ell,i) = \lambda(\ell,j))$.

Let $U_0, \ldots, U_k$ be the spans of the equivalence classes of $e_1, \ldots, e_m$. Let $V$ be the underlying vector space of $\mathcal{A}$. Since the basis was chosen to be orthogonal, the $U_i$ are pairwise orthogonal and $V = U_0 \oplus \cdots \oplus U_k$.

Let $E_t : V \to V$ be the orthogonal projection to $U_t$, for $t = 0, \ldots, k$. Fix $s$ such that $e_s \in U_t$. We can assume every matrix in $\mathcal{A}$ is diagonal by changing the basis of $V$ to be $e_1, \ldots, e_m$. Let $g_\ell$ be the Lagrange interpolation polynomial sending $\lambda(\ell,s)$ to 1 and all other diagonal entries of $A_\ell$ to 0. We conclude $E_t = \prod_{t=0}^n g_\ell(A_\ell) \in \mathcal{A}$. Since $\sum_{t=0}^k \dim(U_t) = m$, $E_0, \ldots, E_k$ forms the desired orthogonal self-adjoint idempotent basis, and in particular $k = n$. Uniqueness follows from Fact 2.29. □

Corollary 2.38. If $\mathcal{A}$ is a commutative subalgebra of $M_n(\mathbb{R})$ consisting of symmetric matrices, then $\mathcal{A}$ has a unique basis of orthogonal symmetric idempotents.

Proof. The proof is the same as the proof of Cor. 2.37 mutatis mutandis. □

2.2.3. The algebra of polynomials of a matrix. In this subsection we consider the algebra $\text{alg}(A)$ generated by the matrix $A \in M_n(\mathbb{C})$.

Definition 2.39. Let $A$ be an $n \times n$ matrix over a field $\mathbb{F}$. The minimal polynomial of $A$ is the monic polynomial $f$ of least degree such that $f(A) = 0$.

Next, we review a few properties concerning the degree of the minimal polynomial of a matrix and the dimension of the algebra generated by the matrix.

Definition 2.40. Two matrices $A, B \in M_n(\mathbb{F})$ are said to be similar if there exists an invertible $S \in M_n(\mathbb{F})$ such that $A = S^{-1}BS$.

Fact 2.41. Similar matrices in $M_n(\mathbb{C})$ have the same minimal polynomial.

Proposition 2.42. Let $A \in M_n(\mathbb{C})$. The dimension of $\text{alg}(A)$ is the degree of the minimal polynomial of $A$.

Proof. Let $k$ be the degree of the minimal polynomial of $A$. This implies that no nontrivial linear combination of $\{I, A, A^2, \ldots, A^{k-1}\}$ can equal the zero matrix, so this set is linearly independent of size $k$. However, the minimal polynomial
witnesses that the list \( \{I, A, A^2, \ldots, A^{k-1}, A^k\} \) is linearly dependent. By induction it follows that \( A^\ell \) is in the span of \( \{I, A, A^2, \ldots, A^{k-1}\} \) for all \( \ell \geq k \). Therefore \( \{I, A, A^2, \ldots, A^{k-1}\} \) is a basis of \( \text{alg}(A) \). \( \square \)

**Proposition 2.43.** Let \( D \in M_n(\mathbb{C}) \) be a diagonal matrix. The degree of the minimal polynomial of \( D \) is the number of distinct eigenvalues of \( D \).

**Proof.** Let \( \lambda_i \) be the \( i \)-th diagonal entry of \( D \). For any polynomial \( f \), the \( i \)-th diagonal entry of \( f(D) \) is \( f(\lambda_i) \). Therefore
\[
(9) \quad f(D) = 0 \iff (\forall i)(f(\lambda_i) = 0) \iff \prod'(x - \lambda_i) \text{ divides } f,
\]
where \( \prod' \) extends over all distinct \( \lambda_i \). So \( \prod'(x - \lambda_i) \) is the minimal polynomial of \( D \). \( \square \)

**Corollary 2.44.** If \( A \in M_n(\mathbb{C}) \) is diagonalizable, then the degree of the minimal polynomial of \( A \), and therefore the dimension of \( \text{alg}(A) \), is the number of distinct eigenvalues of \( A \).

**Proof.** This follows from Prop. 2.42, Fact 2.41, and Prop. 2.43. \( \square \)

**Proposition 2.45.** Let \( E_0, \ldots, E_k \) be the orthogonal projections to the eigenspaces of a symmetric matrix \( A \) in \( M_n(\mathbb{C}) \). Then \( E_0, \ldots, E_k \) are in \( \text{alg}(A) \).

**Proof.** Since \( A \) is symmetric, we can assume \( \text{alg}(A) \) consists of diagonal matrices. Let \( \lambda_i \) be the eigenvalue of \( A \) corresponding to the eigenspace to which \( E_i \) projects. Let \( g_i \) be the Lagrange interpolation polynomial taking \( \lambda_i \) to 1 and all other eigenvalues of \( A \) to 0. Then \( g_i(A) = E_i \). \( \square \)

**Proposition 2.46.** Let \( E_0, \ldots, E_k \) be the orthogonal projections to the eigenspaces of a symmetric matrix \( A \) in \( M_n(\mathbb{C}) \). Then \( A \) is in \( \text{alg}(E_0, \ldots, E_k) \).

**Proof.** By transforming to an eigenbasis, we can assume \( \text{alg}(E_0, \ldots, E_k) \) consists of diagonal matrices. With respect to this eigenbasis, \( A \) is diagonal with eigenvalues along the diagonal. Let \( \lambda_i \) be the eigenvalue of \( A \) corresponding to the eigenspace to which \( E_i \) projects. Then we have
\[
(10) \quad A = \sum_{i=0}^{k} \lambda_i E_i
\]
\( \square \)

### 2.3. Relations and graphs

**Sets.** For \( r \in \mathbb{N} \), let \( [r] \) denote the set \( \{0, 1, \ldots, r-1\} \). Let \( \Omega \) be a finite set. We refer to the \( r \)-element subsets of \( \Omega \) as the \( r \)-subsets of \( \Omega \). Let \( \binom{\Omega}{r} \) denote the set of all \( r \)-subsets of \( \Omega \). The power set of \( \Omega \), that is, the set of all subsets of \( \Omega \), is denoted by \( \mathcal{P}(\Omega) \).

**Relations.** Let \( \Omega \) be a finite set of vertices with \( |\Omega| = n \). A relation on \( \Omega \) is a subset of \( \Omega \times \Omega \). For each relation \( R \subseteq \Omega \times \Omega \), we define the converse relation \( R^\sim = \{(y,x) : (x,y) \in R\} \). A relational structure on \( \Omega \) is the set \( \Omega \) paired with a set of relations on \( \Omega \). The diagonal relation \( \text{diag}(\Omega) \) is the set \( \{(x,x) : x \in \Omega\} \).
Graphs and Digraphs. A graph $X = (\Omega, E)$ is a finite set $\Omega$, called the vertex set, paired with a set of edges $E \subseteq \{ \{u, v\} : u, v \in \Omega, u \neq v\}$. In a graph, we say a vertex $v$ is incident with an edge $e$ if $v \in e$, and two vertices $u$ and $v$ are adjacent if $\{u, v\} \in E$. The degree of a vertex $v \in \Omega$ is the number of edges incident with $v$. A directed graph or digraph $X = (\Omega, E)$ is a finite set of vertices $\Omega$ along with a set $E \subseteq \Omega \times \Omega$ of directed edges. In a digraph, a vertex $v$ is said to be incident with an edge $e$ if $e = (v, w)$ or $e = (w, v)$ for some vertex $w$. We say a pair of vertices $u, v$ in a digraph are adjacent if $\{u, v\} \in E$ or $\{v, u\} \in E$. The indegree of a vertex $v \in \Omega$, denoted $\deg^+_\Omega(v)$, is the number of vertices $u$ such that $\{u, v\} \in E$; analogously, the outdegree of $v$, denoted $\deg^-\Omega(v)$, is the number of vertices $w$ such that $\{v, w\} \in E$. A graph $X = (\Omega, E)$ can be modeled as a digraph $Y = (\Omega, E')$ where $(x, y), (y, x) \in E'$ if $\{x, y\} \in E$. Note that in this case the indegree and outdegree of any vertex in $Y$ are the same, and both are equal to the degree of the vertex in $X$. We call a graph or digraph complete if the edge set is maximal, including all loops. A graph or digraph is called irreflexive if it contains no loops.

Definition 2.47. Let $X = (\Omega, E)$ be a graph. If $x, y \in \Omega$, a walk of length $\ell$ from $x$ to $y$ is a sequence of vertices $z_0, z_1, \ldots, z_\ell$ such that $z_0 = x$, $z_\ell = y$, and $\{z_i, z_{i+1}\} \in E$ for $0 \leq i \leq \ell - 1$.

Definition 2.48. Let $X = (\Omega, E)$ be a digraph. If $x, y \in \Omega$, a directed walk of length $\ell$ from $x$ to $y$ is a sequence of vertices $z_0, z_1, \ldots, z_\ell$ such that $z_0 = x$, $z_\ell = y$, and $\{z_i, z_{i+1}\} \in E$ for $0 \leq i \leq \ell - 1$.

A graph $X = (\Omega, E)$ is said to be connected if for all $x, y \in \Omega$, there exists a walk from $x$ to $y$ however, the concept of connectedness can be defined for digraphs in multiple ways. A digraph $X = (\Omega, E)$ is said to be weakly connected if the graph $Y = (\Omega, \bar{E})$ defined by

$$\{x, y\} \in \bar{E} \iff (x, y) \in E \cup E'$$

is connected. $X$ is said to be strongly connected if for all $x, y \in \Omega$, there exists a directed walk from $x$ to $y$. It is clear that strong connectedness implies weak connectedness. A digraph $X$ is called Eulerian if the indegree of every vertex is equal to its outdegree.

Fact 2.49. In an Eulerian digraph, weak connectedness is equivalent to strong connectedness.

Definition 2.50. The distance, denoted by $\text{dist}_X(x, y)$, between two vertices $x, y$ in a graph $X$ is the length of the shortest walk from $x$ to $y$. If no such walk exists, the distance is said to be infinite.

Definition 2.51. The diameter of a graph is the maximum distance between two vertices, ranging over all pairs.

Definition 2.52. If $X = (\Omega, E)$ is a digraph, then the $|\Omega| \times |\Omega|$ adjacency matrix $A(X) = (m_{i,j})$ is defined to have entries

$$m_{i,j} = \begin{cases} 1 & \text{if } (v_i, v_j) \in E, \\ 0 & \text{otherwise}, \end{cases}$$

where $v_i, v_j$ range over all elements of $\Omega$. 

Definition 2.53. The adjacency matrix of a graph is the adjacency matrix of its associated digraph.

Fact 2.54. Let $R_1, R_2$ be relations on $\Omega$. Let $A_1$ be the adjacency matrix of the digraph $(\Omega, R_1)$ and let $A_2$ be the adjacency matrix of $(\Omega, R_2)$. Then $R_1 = R_2$ if and only if $A_2 = A_1^\text{tr}$.

In this paper, we refer to the eigenvalues of the adjacency matrix of a graph as the eigenvalues of the graph.

Fact 2.55. Let $X$ be a graph. The $(i, j)^{\text{th}}$ entry of $A(X)^k$ is the number of walks of length $k$ from $v_i$ to $v_j$.

Proposition 2.56. Let $X$ be a connected graph of diameter $d$. The minimal polynomial of $A(X)$ has degree at least $d + 1$, hence $\text{alg}(A(X))$ has dimension at least $d + 1$.

Proof. Let $A = A(X)$. Since the graph has diameter $d$, there exist vertices at distance $\ell$ for all $0 \leq \ell \leq d$. By Fact 2.55, $A^\ell$ has a nonzero entry where $A^j$ has a zero entry for all $0 \leq j < \ell \leq d$, hence $A^\ell$ cannot be written as a linear combination of $\{I, A, \ldots, A^{\ell-1}\}$. Thus the list $\{I, A, \ldots, A^d\}$ is linearly independent, so the minimal polynomial has degree at least $d + 1$. The second part of the claim follows immediately from Prop. 2.42.

Corollary 2.57. A graph of diameter $d$ has at least $d + 1$ distinct eigenvalues.

Proof. Let $X$ be a graph, and let $A$ be its adjacency matrix. By Prop. 2.42 the minimal polynomial of $A$ has degree at least $d + 1$. $A$ is symmetric, so by the Spectral Theorem, $A$ is diagonalizable. The conclusion follows by Cor. 2.44.

Groups. For groups $G$ and $H$, we write $H \leq G$ to denote that $H$ is a subgroup of $G$. For a finite set $\Omega$, we let $\text{Sym}(\Omega)$ denote the symmetric group acting on $\Omega$. If $X = (\Omega, E)$ is a graph, let $\text{Aut}(X)$ denote automorphism group of $X$, that is, the group of permutations of $\Omega$ which preserve the adjacency relation of $X$.

3. Configurations

3.1. Coherent configurations

In this section, we follow the notation of L. Babai from Section 3 of [2]. We begin with an overview of coherent configurations, which are highly regular combinatorial objects introduced independently several times in different contexts. Coherent configurations were first introduced by I. Schur in 1933 [21] for the purpose of studying finite permutation groups. The term “coherent configuration” was introduced by D. Higman in 1970, who studied them in Schur’s context and developed the representation theory of adjacency algebras (see Sec. 3.2). Around the same time (1968), B. Weisfeiler and A. Leman defined an equivalent concept motivated by the Graph Isomorphism problem [24] (see [25]). They also introduced an algebra, which they called a “cellular algebra,” that is equivalent to the adjacency algebra. Coherent configurations played a key role in the recent quasipolynomial-time solution of the Graph Isomorphism problem by L. Babai [2].
Let $\Omega$ be a finite set of vertices with $|\Omega| = n$.

**Definition 3.1.** A partition structure $\mathcal{X} = (\Omega; \mathcal{R}) = (\Omega; R_0, \cdots, R_{r-1})$ is a relational structure on $\Omega$ where each relation $R_i \subseteq \Omega \times \Omega$ for $i \in [r]$ is nonempty and $\mathcal{R} = (R_0, \cdots, R_{r-1})$ partitions $\Omega \times \Omega$. That is,

$$\bigcup_{i=0}^{r-1} R_i = \Omega \times \Omega,$$

where $\sqcup$ denotes a disjoint union.

Let $Y$ be the complete digraph with vertex set $\Omega$, identifying each loop with the unique vertex incident with it. We can view $R_i$ as a coloring on the edges and vertices of $Y$, letting the color of edge $(x, y)$ be $i$ if $(x, y) \in R_i$. We call the color of edge $(x, y)$ by $c(x, y)$. We denote the color of edge $(x, y)$ by $c(x, y)$.

With every digraph, we can associate a partition structure.

**Example 3.2.** Let $X = (\Omega, E)$ be a digraph, and define four relations as follows,

$$R_0 = \text{diag}(\Omega) \cap E, \quad R_1 = \text{diag}(\Omega) \setminus E, \quad R_2 = E \setminus \text{diag}(\Omega), \quad R_3 = \Omega \times \Omega \setminus (E \cup \text{diag}(\Omega)).$$

Then $\mathcal{X}(X) = (\Omega; R_0, R_1, R_2, R_3)$ is a partition structure.

**Definition 3.3.** A (binary) configuration of rank $r$ is a partition structure $\mathcal{X} = (\Omega; \mathcal{R}) = (\Omega; R_0, \cdots, R_{r-1})$ satisfying

1. $$(\forall x, y, z \in \Omega) \ (c(x, y) = c(z, z) \Rightarrow x = y),$$
2. $$(\forall u, v, x, y \in \Omega) \ (c(u, v) = c(x, y) \Rightarrow c(v, u) = c(y, x)).$$

Viewing a coloring of a loop as a coloring of a vertex, Condition 1 guarantees that vertices are colored differently from edges. A vertex color is called a diagonal color, while an edge color is called an off-diagonal color. Condition 2 states that colors are paired, that is, the color of a directed edge $(u, v)$ determines the color of its converse $(v, u)$. For a given color class $R_i \in \mathcal{R}$, Condition 2 guarantees that its converse $R_i^-$ is also included in $\mathcal{R}$. Conditions (1) and (2) together imply that for a color class $R_i \in \mathcal{R}$, $R_i$ and $R_i^-$ are either equal or disjoint.

**Definition 3.4.** A configuration is called homogeneous if all vertices have the same color, i.e., $R_0 = \text{diag}(\Omega)$.

**Definition 3.5.** We call an irreflexive digraph $X = (\Omega, E)$ a tournament if every pair of distinct vertices is adjacent and $X$ is oriented, i.e., $E \cap E^- = \emptyset$ and $E \cup E^- \supseteq \Omega \times \Omega \setminus \text{diag}(\Omega)$.

**Example 3.6.** The partition structure $\mathcal{X}(X)$ constructed in Example 3.2 is a configuration if and only if the digraph $X$ satisfies one of the following:

1. $X$ is a tournament.

---

1What we call a constituent is called an “extended constituent” in [2].
(2) \( E = E^-, \) i.e., \( X \) is a graph.

**Definition 3.7.** A **coherent configuration** of rank \( r \) is a binary configuration \( X = (\Omega; \mathcal{R}) = (\Omega; R_0, \cdots, R_{r-1}) \) satisfying the additional condition

(3) There exist \( r^3 \) nonnegative integers \( p^k_{i,j} \) (\( i,j,k \in [r] \)) such that \( \forall i,j,k \in [r] \) and \( \forall (x,y) \in R_k \) we have

\[
|\{z \in \Omega : (c(x,z) = i) \land (c(z,y) = j)\}| = p^k_{i,j}.
\]

Thus a coherent configuration is a configuration where the color of a directed edge encodes the number of walks of length 2 from its tail to its head in a given pair of colors. The values \( p^k_{i,j} \) are called the **intersection numbers** of \( X \).

For \( i,j < r \) and \( x,y \in V \), let \( p(x,y,i,j) \) denote the number of \( z \in V \) satisfying \( c(x,z) = i \) and \( c(z,y) = j \). The **Weisfeiler-Leman refinement** is a color refinement process on partition structures satisfying Condition (1) of Definition 3.3. The Weisfeiler-Leman refinement is an iterative process. In one round, it constructs a refined coloring \( c^l \) by setting \( c^0(x,y) = c^l(u,v) \) if \( c(x,y) = c(u,v) \) and for all \( i,j < r \) we have \( p(x,y,i,j) = p(u,v,i,j) \). The iteration stops when no proper refinement is obtained.

**Remark 3.8.** The stable colorings of the Weisfeiler-Leman refinement, those colorings that do not get refined, are precisely the coherent configurations.

Since the information stored in each edge color of a stable coloring of the Weisfeiler-Leman refinement is preserved under isomorphisms, this refinement process can be used as an isomorphism-rejection tool. Let \( G_1 \) and \( G_2 \) be graphs. If we construct partition structures corresponding to \( G_1 \) and \( G_2 \) as in Example 3.2 then the resulting refined colorings will have either equal or disjoint color sets. Thus if two graphs produce disjoint color sets when the Weisfeiler-Leman refinement is applied to their corresponding configurations, then the graphs are not isomorphic.

A constituent is called a **diagonal constituent** if its edges belong to the diagonal relation \( \text{diag}(\Omega) = \{(x,x) : x \in \Omega\} \). A homogeneous configuration contains exactly one diagonal constituent, namely \( (\Omega; \text{diag}(\Omega)) \). A constituent is called **off-diagonal** if it is not a diagonal constituent.

Next we show that the color of a vertex determines the outdegree of each constituent at that vertex.

**Lemma 3.9.** Let \( X = (\Omega; \mathcal{R}) \) be a coherent configuration and \( v \) be a vertex in \( \Omega \). Fix a color \( i \), and let \( j \) be such that \( R_j = R_i^- \). If \( c(v,v) = k \), then \( \deg X_i(v) = p^k_{i,j} \) and \( \deg X_j(v) = p^k_{j,i} \).

**Proof.** Let \( X = (\Omega; \mathcal{R}) \) be a coherent configuration, and fix \( u,v \in \Omega \) such that \( c(u,u) = c(v,v) = 0 \). Fix a color \( i \), let \( X_i \) be the color-\( i \) constituent, and let \( R_j = R_i^- \). Thus for any \( z \in \Omega \), \( c(u,z) = i \) implies \( c(z,u) = j \), giving us the following equality.

\[
\deg X_i(u) = \{z \in \Omega : (c(u,z) = i) \land (c(z,u) = j)\} = \{z \in \Omega : (c(u,z) = i)\} = \deg X_i(u).
\]

The left hand side is the intersection number \( p^0_{i,j} \) (see Definition 3.7). Similarly,

\[
\deg X_j(u) = \{z \in \Omega : (c(u,z) = j) \land (c(z,u) = i)\} = \{z \in \Omega : (c(z,u) = i)\} = \deg X_j(u).
\]
Proposition 3.10. Every constituent of a homogeneous coherent configuration is Eulerian.

Proof. Fix a color \( i \in [r] \), let \( X_i \) be the color-\( i \) constituent, and let \( R_j = R^i_j \). By Lemma 3.9

\[
p^0_{i,j} \cdot |\Omega| = \sum_{v \in \Omega} \deg^-_{X_i}(v) = \sum_{v \in \Omega} \deg^+_{X_i}(v) = p^0_{j,i} \cdot |\Omega|.
\]

We can conclude that \( p^0_{i,j} = p^0_{j,i} \), so \( \forall v \in \Omega \) we have \( \deg^+_{X_i}(v) = \deg^-_{X_i}(v) \). □

Prop. 3.10 along with Fact 2.49 show that weak connectedness and strong connectedness for the off-diagonal constituents of a homogeneous coherent configuration are equivalent.

Definition 3.11. A homogeneous coherent configuration \( \mathcal{X} \) is primitive if every off-diagonal constituent is weakly (equivalently, strongly) connected. \( \mathcal{X} \) is uniprimitive if it is primitive and has rank at least 3.

Coherent configurations can be applied to the study of finite permutation groups. Let \( G \leq \text{Sym}(\Omega) \), that is, let \( G \) be a permutation group acting on the set \( \Omega \). An orbit of the diagonal \( G \)-action on \( \Omega \times \Omega \) is called an orbital.

Definition 3.12. Let \( R_1, \cdots, R_{r-1} \) be the orbitals of \( G \). Then \( (\Omega; R_1, \cdots, R_{r-1}) \) is a partition structure called an orbital configuration.

Fact 3.13. An orbital configuration is necessarily a coherent configuration.

A coherent configuration is called Schurian if it can be realized as the orbital configuration of some permutation group.

3.2. The adjacency algebra

We associate with each constituent of a coherent configuration \( \mathcal{X} = (\Omega; R_0, \cdots, R_{r-1}) \) an element of the matrix algebra \( M_n(\mathbb{F}) \) for an arbitrary field \( \mathbb{F} \). This allows us to view the combinatorial construction of coherent configurations as an algebraic structure. Our exposition follows the remarks of Delsarte and Levenshtein [12], as well as Brouwer’s exposition [9].

Let \( A_i \) denote the adjacency matrix of the color-\( i \) constituent of \( \mathcal{X} \).

Observation 3.14. The set of constituent adjacency matrices, \( \mathfrak{A} = \{A_i\}_{i \in [r]} \), consists of nonzero \((0, 1)\)-matrices with the following structural properties.

1. The sum of all \( A_i \in \mathfrak{A} \) is \( J_n \), the \( n \times n \) matrix of all \( 1 \)'s.
2. The sum of the \( A_i \) for the diagonal constituents \( R_i \) is \( I_n \).
3. \((\forall i \in [r])(\exists j \in [r])(A_j = A_i^r)\).
4. For any \( i, j \in [r] \), we have

\[
A_i A_j = \sum_{k=0}^{r-1} p^k_{ij} A_k.
\]
In fact, the above four properties are equivalent to the definition of a coherent configuration.

Equation (18) guarantees that span(\( \mathcal{A} \)) is closed under matrix multiplication, hence it is an algebra.

**Definition 3.15.** The \( \mathcal{F} \)-adjacency algebra \( \mathcal{A} \) is the span of \( A_0, \ldots, A_{r-1} \).

**Remark 3.16.** Property (4) of Obs. 3.14 implies that the structure constants of the adjacency algebra (see Definition 2.20) with respect to the basis \( A_0, \ldots, A_{r-1} \) are the intersection numbers.

**Fact 3.17.** \( \dim \mathcal{A} = r \).

**Remark 3.18.** The adjacency algebra is closed under both the usual matrix multiplication and Hadamard (entry-wise) multiplication.

**Proposition 3.19.** \( \mathcal{A} \) has an identity.

**Proof.** By Axiom (1) of Definition 3.3, \( I_n \in \mathcal{A} \) (see Property (2) of Obs. 3.14). \( \square \)

Restricting ourselves to subalgebras of \( M_n(\mathcal{F}) \) over a field \( \mathcal{F} \subseteq \mathbb{C} \) which is closed under complex conjugation, we will show that \( \mathcal{A} \) is closed under adjoints.

**Proposition 3.20.** The adjacency algebra \( \mathcal{A} \) of a coherent configuration over \( \mathbb{R} \) or \( \mathbb{C} \) is \( \ast \)-closed.

**Proof.** It suffices to show that the adjoint of each basis matrix \( A_0, \ldots, A_{r-1} \) belongs to \( \mathcal{A} \). But \( A^*_i = A^*_j = A_j \) for some \( j \) (see Property (3) of Obs. 3.14). \( \square \)

**Corollary 3.21.** The adjacency algebra \( \mathcal{A} \) of a coherent configuration over \( \mathbb{R} \) or \( \mathbb{C} \) is semisimple.

**Proof.** This follows immediately from Props. 3.20 and 2.33. \( \square \)

### 3.3. Commutative coherent configurations

**Definition 3.22.** A coherent configuration is called commutative if \( p^k_{ij} = p^k_{ji} \) for all \( 0 \leq i, j, k < r \).

**Proposition 3.23.** A coherent configuration \( \mathcal{X} = (\Omega; R_0, \ldots, R_{r-1}) \) is commutative if and only if the associated adjacency algebra \( \mathcal{A} \) is commutative.

**Proof.** Suppose that \( \mathcal{X} \) is symmetric. By Property (4) of Obs. 3.14, every pair of elements of the basis \( A_0, \ldots, A_{r-1} \) of \( \mathcal{A} \) commutes. It follows that \( \mathcal{A} \) is commutative.

Suppose that the adjacency algebra is commutative. Combining Property (4) of Obs. 3.14 along with the uniqueness of the expression of any \( A \in \mathcal{A} \) as a linear combination of the basis \( A_0, \ldots, A_{r-1} \), we have

\[
A_iA_j = \sum_{k=0}^{r-1} p^k_{ij} A_k = \sum_{k=0}^{r-1} p^k_{ji} A_k = A_jA_i.
\]

Choosing any pair \( i, j \in [r] \), then we must have \( p^k_{ij} = p^k_{ji} \) for each \( k \in [r] \). Therefore \( \mathcal{X} \) is commutative. \( \square \)
This constraint on the intersection numbers forces all loops to have the same color.

**Proposition 3.24.** A commutative coherent configuration is necessarily homogeneous.

*Proof.* Let $\mathcal{X} = (\Omega, \mathcal{R})$ be a commutative coherent configuration. Suppose, seeking a contradiction, that two vertices $u, v \in \Omega$ are colored differently, so $(u, u) \in R_\ell$ and $(v, v) \in R_m$ for $\ell \neq m$. If $(u, v) \in R_k$, then $p^k_{\ell, k} = 1$ but $p^k_{k, \ell} = 0$, contradicting commutativity. \hfill \Box

**Observation 3.25.** Let $\mathcal{X}$ be a commutative coherent configuration. Axiom (2) of Definition 3.3 guarantees that the adjoint of any adjacency matrix $A_0, \ldots, A_{r-1}$ is in the adjacency algebra of $\mathcal{X}$. Thus for $0 \leq i < r$, $A_i$ commutes with its adjoint, hence is $A_i$ is normal.

We show that commutativity is sufficient to ensure that the entire adjacency algebra is simultaneously diagonalizable.

**Corollary 3.26.** The adjacency algebra of a commutative coherent configuration has a common orthonormal eigenbasis.

*Proof.* By Prop. 3.23 and Obs. 3.25 the basis $A_0, \ldots, A_{r-1}$ satisfies the hypotheses of Thm. 2.13. Therefore the basis, hence the entire adjacency algebra, has a common orthonormal eigenbasis. \hfill \Box

Two classes of values, known as the $p$-numbers and $q$-numbers, associated with the adjacency algebra of commutative coherent configurations were introduced by P. Delsarte in his monumental dissertation [11].

**Definition 3.27.** Let $\mathcal{X}$ be a commutative coherent configuration, and let $A_0, \ldots, A_{r-1}$ be the constituent adjacency matrices. The $p$-numbers $(p_i(j))$, for $i, j \in [r]$, of the adjacency algebra $A$ of $\mathcal{X}$ are the unique complex numbers satisfying

\[
A_i = \sum_{j=0}^{r-1} p_i(j) E_j,
\]

where $E_0, \ldots, E_{r-1}$ is the unique basis of orthogonal idempotents from Fact 2.29.

**Proposition 3.28.** Let $\mathcal{X}$ be a commutative coherent configuration. Let $A_i$ be the adjacency matrix of the color-$i$ constituent of $\mathcal{X}$. Then $p_i(j)$ is the eigenvalue corresponding to the eigenspace of $A_i$ containing $U_j$.

*Proof.* This is immediate from the Spectral Theorem and Cor. 2.37. The projections to eigenspaces form the unique set of minimal idempotents of $A$. \hfill \Box

**Observation 3.29.** It follows from Prop. 3.28 that for $\lambda \in \mathbb{R}$ the multiplicity of $\lambda$ as an eigenvalue of $A_i$ is $\sum \{ \text{rk}(E_j) : j \in \{0, \ldots, n\}, p_i(j) = \lambda \}$.

The $q$-numbers are defined analogously.
Definition 3.30. Let \( \mathfrak{X} \) be a commutative coherent configuration, and let \( A_0, \ldots, A_{r-1} \) be the constituent adjacency matrices. The \( q \)-numbers \( (q_j(i)) \), for \( i, j \in [r] \), of the adjacency algebra \( \mathcal{A} \) of \( \mathfrak{X} \) are the unique complex numbers satisfying

\[
E_j = \sum_{i=0}^{r-1} q_j(i)A_i,
\]

where \( E_0, \ldots, E_{r-1} \) is the unique basis of orthogonal idempotents of \( \mathcal{A} \) from Fact 2.29.

4. Association Schemes

We use the term “association scheme” in its original, pre-Delsarte sense (see Remark 4.5 below).

4.1. Association schemes and their adjacency algebras

Definition 4.1. An association scheme is a coherent configuration \( \mathfrak{X} = (\Omega; \mathcal{R}) = (\Omega; R_0, \cdots, R_{r-1}) \) in which every constituent is undirected (self-paired), i.e.,

\[
(4) \quad (\forall x, y \in \Omega) (c(x, y) = c(y, x)).
\]

Observation 4.2. An equivalent requirement is that each constituent adjacency matrix \( A_i \) is symmetric.

An association scheme can be viewed as a coloring on the edges of a complete undirected graph.

Proposition 4.3. An association scheme is a commutative coherent configuration.

Proof. Let \( \mathfrak{X} = (\Omega; \mathcal{R}) \) be an association scheme. Fix \( x, y \in \Omega \), and let \( k = c(x, y) = c(y, x) \). Then we have

\[
(22) \quad p^k_{ij} = |\{z \in \Omega : (c(x, z) = i) \land (c(z, y) = j)\}|
\]
\[
(23) \quad = |\{z \in \Omega : (c(z, x) = i) \land (c(y, z) = j)\}|
\]
\[
(24) \quad = p^k_{ji}. \quad \square
\]

Corollary 4.4. Association schemes are homogeneous.

Proof. This follows directly from Props. 4.3 and 3.24. \square

Association schemes have independently been studied in the context of statistical design theory since the late 1940s [5].

Remark 4.5. This definition is more strict than that of Delsarte, who uses the term “association scheme” for commutative coherent configurations.

Remark 4.6. Not every commutative coherent configuration is an association scheme in our (classical) sense. To show that these notions are distinct, consider the coherent configuration on the vertex set \( \Omega = \{x, y, z\} \) where \( R_0 = \text{diag}(\Omega) \), \( R_1 = \{(x, y), (y, z), (z, x)\} \), and \( R_2 = R_1^\perp \).
By Props. 3.23 and 4.3, all association schemes are commutative coherent configurations and the corresponding adjacency algebras are commutative. Moreover, the basis \( A_0, \cdots, A_{r-1} \), hence the entire the adjacency algebra, consists of self-adjoint matrices over \( \mathbb{R} \) by Obs. 4.2. These conditions are sufficient to find a common real orthonormal eigenbasis for the entire adjacency algebra.

**Corollary 4.7.** The adjacency algebra of an association scheme has a common real orthonormal eigenbasis.

**Proof.** By Prop. 3.23, Prop. 4.3, and Obs. 4.2, the basis \( A_0, \cdots, A_{r-1} \) satisfies the hypotheses of Thm. 2.14. Therefore the basis, hence the entire adjacency algebra, has a common real orthonormal eigenbasis. \( \square \)

### 4.2. Metric schemes

Given an undirected graph \( X = (\Omega, E) \), we can define the distance configuration \( \mathcal{M}(X) \) as the configuration generated by the distance metric. That is, each pair \( (x,y) \in \Omega \times \Omega \) is colored by \( \text{dist}_X(x, y) \). Note that Condition (3) in Definition 3.7 does not necessarily hold for distance configurations, e.g., let \( X \) be the path on 3 vertices.

**Definition 4.8.** A connected undirected graph \( X \) is called **distance-regular** if the distance configuration \( \mathcal{M}(X) \) generated by \( X \) is an association scheme. If so, we call \( \mathcal{M}(X) \) the **metric scheme** generated by \( X \).

**Definition 4.9.** A graph \( X \) is called **strongly regular** with parameters \( (n, k, \lambda, \mu) \) if \( X \) is a \( k \)-regular graph on \( n \) vertices, each pair of adjacent vertices has \( \lambda \) common neighbors, and each pair of nonadjacent vertices has \( \mu \) common neighbors.

**Fact 4.10.** The distance-regular graphs of diameter at most 2 are precisely the connected strongly regular graphs.

**Definition 4.11.** A connected undirected graph \( X \) is called **distance-transitive** if for each pair \( ((u, v), (x, y)) \in \Omega^4 \) of pairs of vertices such that \( \text{dist}_X(u, v) = \text{dist}_X(x, y) \) the following holds

\[
(\exists \sigma \in \text{Aut}(X))(u^\sigma = x \text{ and } v^\sigma = y).
\]

Every distance-transitive graph is distance-regular, since distances and the number of common neighbors are preserved by automorphisms. The converse is false; in fact, there exist large families of strongly regular graphs with no nontrivial automorphisms. For example, consider the line graphs of Steiner triple systems. These are strongly regular graphs, and it is shown in Cor. 1.13(a) of [3] that any automorphism on the line graph is inherited from the Steiner triple system that generated it, provided the Steiner triple system has at least 15 points. Almost all Steiner triple systems are shown to have no nontrivial automorphisms in [4], thus the line graphs of almost all Steiner triple systems admit no nontrivial automorphisms. Another class of examples can be generated from Latin squares, as mentioned in Thm. 1.20 of [3].

Next, we show that the adjacency algebras of metric schemes are generated by the adjacency matrix of the corresponding distance-regular graph. We also prove a spectral property of distance-regular graphs.
Proposition 4.12. The adjacency matrix of a distance-regular graph generates the adjacency algebra of its corresponding metric scheme.

Proof. Let $X$ be a distance-regular graph of diameter $d$ and let $A = A(X)$. The adjacency algebra has dimension $d + 1$ (see Definition 3.15). Since $A$ is contained in the adjacency algebra and generates an algebra of dimension at least $d + 1$ by Prop. 2.56, we conclude that $\text{alg}(A)$ is the adjacency algebra. □

Theorem 4.13. A distance-regular graph of diameter $d$ has exactly $d + 1$ distinct eigenvalues.

Proof. Let $X$ be a distance-regular graph of diameter $d$ and let $A = A(X)$. By Prop. 4.12 $A$ spans the adjacency algebra of $X$ with dimension $d + 1$. Thus, by Prop. 2.42 the degree of the minimal polynomial of $A$ is exactly $d + 1$. By Cor. 2.44 $X$ has exactly $d + 1$ eigenvalues. □

We are now ready to prove our main structural theorem concerning the adjacency algebra of metric schemes.

Theorem 4.14. The orthogonal projections to eigenspaces of a distance-regular graph form a basis of symmetric orthogonal idempotents for the adjacency algebra of its corresponding metric scheme.

Proof. Let $X$ be a distance-regular graph of diameter $k$, and let $A = A(X)$. By Prop. 4.13 $X$ has $k + 1$ distinct eigenvalues. Let $U_0, \ldots, U_k$ be the eigenspaces corresponding to the eigenvalues $\lambda_0, \ldots, \lambda_k$ of $X$. Let $E_0, \ldots, E_k$ be the orthogonal projections to $U_0, \ldots, U_k$. Since $U_0, \ldots, U_k$ are orthogonal, $E_0, \ldots, E_k$ are mutually orthogonal. Each $E_i$ is a projection, hence idempotent. The operators $E_0, \ldots, E_k$ are symmetric by Fact 2.10. Prop. 4.12 implies $\mathcal{A} = \text{alg}(A)$, where $\mathcal{A}$ is the adjacency algebra of the metric scheme generated by $X$. By Prop. 2.46 $E_0, \ldots, E_k \in \mathcal{A}$. By Prop. 2.46 the $k + 1$ matrices $E_0, \ldots, E_k$ span $\mathcal{A}$. Since $\mathcal{A}$ has dimension $k + 1$ by Prop. 2.44 we conclude that $E_0, \ldots, E_k$ is a basis of $\mathcal{A}$. □

Corollary 4.15. Let $E_0, \ldots, E_k$ be the orthogonal projections to eigenspaces of a distance-regular graph $X$ of diameter $k$. Let $A$ be the algebra generated by $A(X)$ (and therefore the adjacency algebra of the metric scheme $\mathfrak{M}(X)$). Then for each $B$ in the adjacency algebra of $\mathfrak{M}(X)$, we have

\begin{align*}
B = \sum_{i=0}^{k} \mu_i E_i,
\end{align*}

where the subspace onto which $E_i$ projects is a subspace of the eigenspace of $B$ corresponding to $\mu_i$.

Proof. Let $A$ be the adjacency matrix of the distance-regular graph $X$ of diameter $k$. Let $\lambda_j$ be the eigenvalue of $A$ corresponding to the eigenspace $U_j$ onto which $E_j$
projects. By Prop. 4.12, $B = \sum_{i=0}^{k} c_i A^i$ for some $c_0, \ldots, c_k \in \mathbb{C}$. By Thm. 4.14,

\begin{equation}
B = \sum_{i=0}^{k} c_i \left( \sum_{j=0}^{k} \lambda_j E_j \right)^i = \sum_{i=0}^{k} c_i \left( \sum_{j=0}^{k} \lambda_j^i E_j \right) = \sum_{j=0}^{k} \left( \sum_{i=0}^{k} c_i \lambda_j^i \right) E_j
\end{equation}

The value $\sum_{i=0}^{k} c_i \lambda_j^i$ is the eigenvalue of $B$ whose eigenspace contains $U_j$. □

4.3. Hamming schemes

The Hamming schemes are a class of metric schemes which arose from the framework of error-correcting “block codes.”

**Definition 4.16.** The Hamming graph $H(n, k)$ is a graph with vertices labeled by strings $B \in [k]^n$, the set of ordered $n$-tuples of elements from the set $\{0, \ldots, k-1\}$. Given two such strings $B_1$ and $B_2$, the vertices $v_{B_1}$ and $v_{B_2}$ are adjacent in $H(n, k)$ if $B_1$ and $B_2$ differ in exactly one coordinate.

Observe that the distance between vertices in the Hamming graph is the number of coordinates in which their corresponding strings differ. This is called the Hamming distance of the strings.

**Fact 4.17.** The Hamming graph $H(n, k)$ is distance-transitive.

**Corollary 4.18.** The Hamming graph $H(n, k)$ has exactly $n + 1$ distinct eigenvalues.

*Proof.* The Hamming graph has diameter $n$, so this follows from Prop. 4.13 □

**Definition 4.19.** The Hamming scheme $\mathcal{H}(n, k)$ is the metric scheme induced by the distance function on the Hamming graph $H(n, k)$. That is, for $B_1, B_2 \in [k]^n$, we have $c(v_{B_1}, v_{B_2}) = \text{dist}_{H(n,k)}(B_1, B_2)$.

4.4. Johnson schemes

A class of metric schemes central to this paper is the Johnson schemes. In statistical literature, Johnson schemes are often referred to as triangular association schemes. We begin by defining the underlying graph $J(n, k)$ whose distance function determines the colors of edges in the Johnson scheme $\mathcal{J}(n, k)$.

**Definition 4.20.** Let $X$ be a finite set satisfying $|X| = n \geq 2k + 1$. The Johnson graph $J(X, k) = (\Omega, E)$ is a graph with $\binom{n}{k}$ vertices labeled by the $k$-subsets of $X$,

\begin{equation}
\Omega = \left\{ v_T : T \in \binom{X}{k} \right\}.
\end{equation}

For $S, T \in \binom{X}{k}$ the vertices $v_S$ and $v_T$ are joined by an edge if $|S \setminus T| = |T \setminus S| = 1$, i.e., their intersection is maximal. Since this construction only depends on the size of $X$ up to isomorphism, we write $J(n, k) = J(X, k)$ when we do not want to specify the underlying $n$-set.
Observation 4.21. For \( S, T \in \binom{[n]}{k} \), the distance between \( v_S \) and \( v_T \) in \( J(n,k) \) is
\[
\text{dist}_{J(n,k)}(v_S, v_T) = |T \setminus S| = |S \setminus T|.
\]

Fact 4.22. The Johnson graph \( J(n,k) \) is distance-transitive.

Corollary 4.23. The Johnson graph \( J(n,k) \) has exactly \( k + 1 \) distinct eigenvalues.

Proof. The Johnson graph has diameter \( k \), so this follows from Prop. 4.13. \( \square \)

Definition 4.24. The Johnson scheme \( \mathcal{J}(n,k) \) is the metric scheme generated by the Johnson graph \( J(n,k) \). That is, given a finite set \( X \) satisfying \( |X| = n \geq 2k + 1 \), the Johnson scheme \( \mathcal{J}(X,k) = \mathcal{J}(n,k) \) is an association scheme with \( \binom{n}{k} \) vertices identified with \( k \)-subsets of \( X \). For \( S, T \in \binom{X}{k} \), the edge \( (v_S, v_T) \) is colored by
\[
|S \setminus T| = i.
\]

Remark 4.25. For \( k \geq 2 \), the Johnson scheme \( \mathcal{J}(n,k) \) is a uniprimitive coherent configuration.

5. Full-Rank Inclusion Matrices

5.1. Gottlieb’s theorem

In order to construct a common eigenbasis for the Johnson adjacency algebra in Sec. 6, we make use of a full-rank property, known as Gottlieb’s theorem, concerning a certain class of systems of linear equations. The matrices corresponding to such systems are inclusion matrices, defined in a special case as follows.

Definition 5.1. Fix \( k, \ell, n \in \mathbb{Z} \) such that \( 0 \leq k \leq \ell \leq n \). We define the Boolean inclusion matrix to be the \( \binom{n}{k} \times \binom{n}{\ell} \) matrix \( I_n(k,\ell) = (\zeta_{AB}) \) with rows labeled by \( k \)-subsets \( A \) of \( [n] \), columns labeled by \( \ell \)-subsets \( B \) of \( [n] \), and entries given by
\[
\zeta_{AB} = \begin{cases} 
1 & \text{if } A \subseteq B, \\
0 & \text{otherwise}.
\end{cases}
\]

Theorem 5.2 (Gottlieb’s Theorem). If \( k \leq \ell \) and \( k + \ell \leq n \), then the Boolean inclusion matrix \( I_n(k,\ell) \) has full row rank.

A closely related full-rank property for lattices of subspaces of projective geometries that arise from vector spaces over finite fields is Kantor’s theorem. In order to state Kantor’s theorem, we introduce the general notion of an inclusion matrix.

Definition 5.3. Let \( P \) be a ranked poset, and fix \( k, \ell \in \mathbb{Z} \) such that \( 0 \leq k \leq \ell \). Let \( w_i \) denote the number of elements in \( P \) of rank \( i \). Then the inclusion matrix \( I_P(k,\ell) = (\zeta_{ab}) \) is a \( w_k \times w_\ell \) matrix with rows labeled by rank \( k \) elements and columns labeled by rank \( \ell \) elements. The entries of \( I_P(k,\ell) \) are given by
\[
\zeta_{ab} = \begin{cases} 
1 & \text{if } a \leq b, \\
0 & \text{otherwise},
\end{cases}
\]

where \( a, b \in P \), \( \text{rk}(a) = k \), and \( \text{rk}(b) = \ell \).

Theorem 5.4 (Kantor’s Theorem). Let \( L \) be the lattice of subspaces of a finite-dimensional vector space over a finite field. If \( k \leq \ell \) and \( k + \ell \leq n \), then \( I_L(k,\ell) \) has full row rank.
A lattice-theoretic generalization of both Gottlieb’s and Kantor’s theorems was found by Barry Guiduli, which we describe in Sec. 5.4.

5.2. Lattices

We begin by introducing some concepts in lattice theory.

**Definition 5.5.** A lattice is a poset \( \mathcal{L} = (\mathcal{L}, \leq) \) such that every element has a unique meet and join, that is,

\[
\begin{align*}
    a \land b &= \max\{c \in \mathcal{L} : c \leq a, b\}, \\
    a \lor b &= \min\{c \in \mathcal{L} : c \geq a, b\}.
\end{align*}
\]

**Definition 5.6.** A lattice \( \mathcal{L} \) is called bounded if there exists two elements, denoted by 0 and 1, such that for all \( a \in \mathcal{L} \), we have

\[
\begin{align*}
    (1) & \quad a \land 1 = a \text{ and } a \lor 1 = 1, \\
    (2) & \quad a \land 0 = 0 \text{ and } a \lor 0 = a.
\end{align*}
\]

We will only be considering finite lattices, which are necessarily bounded. A meet-semilattice is a poset where every element need only have a unique meet. A join-semilattice is defined analogously, and its dual is a meet-semilattice.

**Definition 5.7.** Fix two distinct elements \( a, b \) of the lattice \( \mathcal{L} \). We say that \( b \) covers \( a \) if \( b > a \) and there is no \( c \in \mathcal{L} \) such that \( b > c > a \).

**Definition 5.8.** A lattice \( \mathcal{L} \) is called ranked if it can be equipped with a rank function \( \text{rk} : \mathcal{L} \to \mathbb{Z}_{\geq 0} \) compatible with the ordering, i.e., \( a < b \) implies \( \text{rk}(a) < \text{rk}(b) \), such that if \( b \) covers \( a \), then \( \text{rk}(b) = \text{rk}(a) + 1 \). The rank of an element \( a \in \mathcal{L} \) is the value of the rank function when evaluated at \( a \).

**Definition 5.9.** Let \( a \) be an element of a lattice \( \mathcal{L} \). An element \( b \) is called a complement of \( a \) if \( a \land b = 0 \) and \( a \lor b = 1 \).

**Definition 5.10.** We call a bounded lattice complemented if every element has a complement.

**Definition 5.11.** A lattice is called modular if it satisfies the modular law

\[
    x \leq b \Rightarrow x \lor (a \land b) = (x \lor a) \land b.
\]

**Remark 5.12.** An equivalent dual statement of the modular law is

\[
    x \geq b \Rightarrow x \land (a \lor b) = (x \land a) \lor b.
\]

Next, we will look at two examples of modular complemented lattices which will have particular relevance to our later results.

**Definition 5.13.** Let \( X \) be any set of size \( n \). The Boolean lattice \( \mathcal{B}_n \) is the lattice of subsets of \( X \), ordered by inclusion.

**Observation 5.14.**

\[
    I_n(k, \ell) = I_{\mathcal{B}_n}(k, \ell)
\]
Proposition 5.15. Fix \( k > t > s \). Then

\[
I_{B_n}(s, k) = \binom{k-t}{t-s} I_{B_n}(k, t) I_{B_n}(t, s)
\]

Proof. Fix an \( s \)-subset \( S \) and a \( k \)-subset \( K \). There are \( \binom{k-t}{t-s} \) \( t \)-subsets contained in \( K \) which contain \( S \). □

This will be used later in Cor. 6.5.

The Boolean lattice is ranked, and the rank of an element \( S \subseteq X \) is \( |S| \). The Boolean lattice is also complemented, and the complement of an element \( S \) is \( X \setminus S \). The “meet” operation is the intersection, and analogously the “join” operation is the union.

We will also consider the lattices of subspaces of finite-dimensional projective geometries, ordered by inclusion. For the definition of a projective geometry, see Sec. 1.2 of [6]. We describe the special case of projective geometries over finite fields.

Example 5.16. Let \( V \) be a vector space of dimension \( n + 1 \) over a finite field \( GF(q) \). The subspaces of this space form a projective geometry, and the lattice of the subspaces ordered by inclusion, denoted \( PG(n, q) \), is ranked, modular, and complemented.

It is known that any finite projective geometry of dimension at least 3 arises from a vector space, but this is false for dimension 2.

Definition 5.17. A finite projective plane is a finite set \( \Omega \) of points along with a set \( \mathcal{S} \subseteq \mathcal{P}(\Omega) \) of lines. The points and lines must satisfy the following axioms.

1. Every pair of points is contained in a line.
2. Two lines intersect in exactly one point.
3. There exists a set of four points, no three of which are contained in a line.

The projective geometries of dimension 2 are precisely the projective planes.

The lattice of subspaces of any finite-dimensional projective geometry is ranked, and the rank of an element is its dimension. Such a lattice is also complemented. In the case that the projective geometry arises from a vector space \( W \), a complement of a subspace is found by extending a basis \( B \) of the subspace to a basis \( B' \) of \( W \) and taking the span of the extension \( B' \setminus B \). In the case of projective planes, a line and any point not contained in that line are complements.

Both \( B_n \) and the lattice of subspaces of any finite-dimensional projective geometry are modular.

Fact 5.18. All bounded modular lattices are ranked.

The finite-dimensional modular complemented lattices were entirely classified in the 1930s.
Theorem 5.19 (Birkhoff–Menger). Every finite-dimensional complemented modular lattice is isomorphic to the direct product of simple finite-dimensional complemented modular lattices, which are the two-element Boolean lattice and lattices of subspaces of finite-dimensional projective geometries.

For the proof of Thm. 5.19 see Dilworth’s “Note on Modular Complemented Lattices” [13].

5.3. A property of modular complemented lattices

We shall derive Gottlieb’s and Kantor’s theorems from a theorem of B. Guiduli, which uses a somewhat technical hypothesis on semilattices (“rank-regularity”). In this section we show that rank-regular modular complemented lattices satisfy a positivity condition required by Guiduli’s result.

The following definition is a condition on the symmetry of a semi-lattice that is a critical hypothesis for the main result of this section.

Definition 5.20 (Guiduli). We call a ranked semi-lattice rank-regular if for every \((i, j, k, \ell) \in \mathbb{Z}^4\) there exists a value \(s_{ijkl}\) such that for every \(a\) and \(b\), if \(\text{rk}(a) = \text{rk}(c) = k\) and \(\text{rk}(a \land c) = i\) then we have

\[
\# \{b : \text{rk}(b) = \ell, b \geq a, \text{rk}(b \land c) = j\} = s_{ijkl}.
\]

Proposition 5.21. Let \(\mathcal{L}\) be a ranked meet-semilattice. Suppose \(\mathcal{L}\) admits a group \(G\) of automorphisms such that for all \(k\) and \(i\), \(G\) is transitive on the pairs \(\{(a, b) : \text{rk}(a) = \text{rk}(b) = k, \text{rk}(a \land b) = i\}\). Then \(\mathcal{L}\) is rank-regular.

This is a classic example of a symmetry condition which implies regularity. It follows that the Boolean lattice \(B_n\) and the lattice of subspaces over a finite field \(PG(n)\) are rank-regular. However, symmetry is not necessary; e.g., consider the finite projective planes.

Fact 5.22. Every point in a projective plane is contained in the same number of lines. If every point is contained in \(m\) lines, then every line has \(m\) points, there are \(n = m^2 - m + 1\) points, and the number of lines is the same as the number of points.

Proposition 5.23. Every finite projective plane is rank-regular.

Proof. Let \(P\) be a projective plane with vertex set \(\Omega\), and let \(m\) denote the number of lines through any point. Note that we require \(i \leq j \leq k \leq \ell\) for \(s_{ijkl}\) to be nonzero. Moreover, if \(k = \ell\), \(i < k - 1\), or \(\ell = 3\) then the value of \(s_{ijkl}\) is either 0 or 1. There are four remaining cases to check. We have \(s_{1112} = m\), where \(b\) (as in Definition 5.20) ranges over all lines, and \(s_{0001} = |\Omega| = m^2 - m + 1\), where \(b\) ranges over all points. Moreover, \(s_{0012} = m - 1\) and \(s_{0112} = 1\) because there is a unique line through each pair of distinct points.

While the main results of this paper are direct consequences of existing theory, the next observation appears to be new. While the main results of this paper are direct consequences of existing theory, the next observation appears to be new.
Lemma 5.24 (Babai-Burcroff). Let \( \mathcal{L} \) be a modular complemented rank-regular lattice such that \( |\mathcal{L}| = n \). Then for any fixed \( k \leq \ell \leq \frac{n}{2} \), we have \( s_{iikt} > 0 \) for all \( i \leq k \).

Proof. This is equivalent to showing that for any \( a, b \) of rank \( k \) such that \( \text{rk}(a \wedge b) = i \) there exists some \( c \geq a \) of rank \( \ell \) such that \( c \wedge b = a \wedge b \). Let \( e \) be a complement of \((a \vee b)\), and let \( d \overset{\text{def}}{=} e \vee a \). Immediately we have \( d \geq a \) so \( d \wedge b \geq a \wedge b \). It is enough to show that \( d \wedge b \leq a \), or equivalently \((d \wedge b) \vee a = a\). Using the dual modular law, since \( d \geq a \) we have
\[
(d \wedge b) \vee a = d \wedge (b \vee a).
\]
Rewriting this, and using the dual modular law on \( a \wedge b \geq a \), we have
\[
(b \vee a) \wedge d = (a \vee b) \wedge (e \vee a) = ((a \vee b) \wedge e) \vee a = 0 \vee a = a.
\]
Thus \( d \wedge b = a \wedge b \). Taking any path from \( a \) to \( d \), let \( c \) be the unique element of rank \( \ell \) along this path. Then \( a \wedge b = d \wedge b \geq c \wedge b \geq a \wedge b \), so \( c \) is as desired. \( \Box \)

Importantly, our two main examples of lattices, the \( \mathcal{B}_n \) and the lattice of subspaces of a projective geometry, satisfy \( s_{iikt} > 0 \), allowing us to apply the next theorem of Guiduli.

5.4. Inclusion matrices of full rank

The following theorem of B. Guiduli, which can be found in Chapter 9 Section 2 of \cite{5}, combined with Lemma 5.24 includes both Gottlieb’s Theorem and Kantor’s Theorem (see Thms. 5.2 and 5.4). The proof generalizes the approach of Graver and Jurkat \cite{16} (1973). For the definition of an inclusion matrix, see Definition 5.3.

Theorem 5.25 (Guiduli, 1992). Let \( \mathcal{L} \) be a rank-regular semi-lattice and fix \( 0 \leq k \leq \ell \leq \frac{n}{2} \). Let \( s_{ij} = s_{ijk\ell} \) and assume that \( s_{ii} > 0 \) for all \( i = 0, \ldots, k \). Then the matrix \( I_{\mathcal{L}}(k, \ell) \) has full row rank.

Proof. Let \( M = I_{\mathcal{L}}(k, \ell) \). To show that \( M \) has full row rank, it is enough to construct a \( w_\ell \times w_k \) matrix \( N \) such that \( MN = I_{w_k} \). Let \( N = (n_{bc}) \), where \( b, c \in \mathcal{P} \), \( \text{rk}(b) = \ell \), and \( \text{rk}(c) = k \). In other words, it is sufficient to choose the entries of \( N \) such that
\[
(MN)_{ac} = \delta_{ac},
\]
where \( \text{rk}(a) = \text{rk}(c) = k \) and \( \delta_{ac} \) is the Kronecker delta function on rank \( k \) elements of \( \mathcal{P} \). Moreover, our construction of \( N \) will satisfy the additional restraint that \( n_{bc} \) depends only on \( \text{rk}(b \wedge c) \), i.e., \( n_{bc} = t_{\text{rk}(b \wedge c)} \). Fix \( a, c \) of rank \( k \) in \( \mathcal{P} \), and let \( i = \text{rk}(a \wedge c) \). We have:
\[
(MN)_{ac} = \sum_{\text{rk}(b) = \ell} m_{ab} n_{bc} = \sum_{j=0}^{k} t_{j} \sum_{\text{rk}(b) = \ell} m_{ab} = \sum_{j=0}^{k} s_{ij} t_{j},
\]
where the last inequality follows because the number of \( b \) such that \( b \geq a, \text{rk}(b) = \ell \), \( \text{rk}(b \wedge c) = j \), and \( \text{rk}(a \wedge c) = i \) is precisely \( s_{ij} \). We want to show the existence of...
a solution to the system of \( k + 1 \) linear equations in the \( k + 1 \) unknowns \( t_0, \ldots, t_k \) given by

\[
\sum_{j=0}^{k} s_{ij} t_j = \delta_{ik} \quad (\text{for } 0 \leq i \leq k) .
\]

If \( i > 0 \) then \( s_{ij} = 0 \), and by hypothesis if \( i = j \) then \( s_{ij} > 0 \). This shows that the matrix corresponding to this system \( S = (s_{ij}) \) is an upper triangular matrix with nonzero diagonal entries. Therefore this system is solvable, hence such an \( N \) exists. We can conclude that \( M \) has full row rank.

**Corollary 5.26** (Gottlieb’s Theorem). Let \( L \) be the Boolean lattice \( B_n \). If \( k \leq \ell \) and \( k + \ell \leq n \), then \( I_L(k, \ell) \) has full row rank.

**Corollary 5.27.** Let \( L \) be the lattice of subspaces of a finite-dimensional projective geometry. If \( k \leq \ell \) and \( k + \ell \leq n \), then \( I_L(k, \ell) \) has full row rank.

**Proof.** In both cases, \( L \) is rank-regular. By Lemma 5.24, \( s_{iik\ell} > 0 \) for every \( i \in \{0, \cdots, k\} \).

**Remark 5.28.** Kantor’s theorem (see Thm. 5.4) is a special case of Cor. 5.27. However, the only additional information in Cor. 5.27 is that the incidence matrices of finite projective planes are non-singular, a well-known fact that can be easily verified directly.

### 6. Common Eigenbasis Construction for the Johnson Adjacency Algebra

#### 6.1. Matrices in the Johnson adjacency algebra

Let \( A_i \) be the adjacency matrix of the color-\( i \) constituent of the Johnson scheme \( J(n, k) \). Our goal is to calculate the eigenvalues of any linear combination \( M \) of the matrices \( A_0, \cdots, A_{r-1} \). These linear combinations are precisely the matrices in the adjacency algebra of the Johnson scheme. To do so, it is sufficient to find a common eigenbasis for the adjacency algebra of the Johnson scheme and compute the eigenvalues of the basis \( A_0, \ldots, A_{r-1} \).

Let \( X \) be a set of size \( n \), and let \( \binom{X}{k} \) be the set of \( k \)-subsets of \( X \). The entries of matrices in the Johnson adjacency algebra, where the rows and columns are indexed by \( A, B \in \binom{X}{k} \), depend only on the intersection size \( |A \cap B| \) of the subsets.

**Notation 6.1.** Fix \( n, k \in \mathbb{N} \) such that \( k \leq \lfloor \frac{n}{2} \rfloor \). Let \( f : [k] \to \mathbb{C} \) be an arbitrary function. Define the \( \binom{n}{k} \times \binom{n}{k} \) matrix \( M \) by

\[
M = (m_{AB}) = (f(|A \cap B|)) ,
\]

where \( A \) and \( B \) range over all elements of \( \binom{[n]}{k} \).

We are interested in which functions \( f \) will result in an integral spectrum for \( M \). The original question, asked by Tusnády, was the case \( f(\ell) = \binom{\ell}{r} \) for some \( r \in \mathbb{Z}_{\geq 0} \).
The next few sections are devoted to constructing a common eigenbasis for $A$ and computing the eigenvalues of $M$.

### 6.2. Construction of eigenspaces via a subset-weight system

We think of vectors in $\mathbb{C}^{\binom{n}{k}}$ as weightings on the $k$-subsets of $[n]$. For $t < k$, a weighting on the $k$-subsets induces a weighting on the $t$-subsets by setting the weight of a $t$-subset $T$ to be the sum of the weights of all the $k$-subsets containing $T$. We call a weighting on $t$-subsets trivial if the weight of every $t$-subset is 0. In this section, we construct $k + 1$ mutually orthogonal subspaces $U_0, \ldots, U_k$ of $\mathbb{C}^{\binom{n}{k}}$ such that the weighting on $k$-subsets associated with each vector in $U_t$ induces the trivial weighting on $(t - 1)$-subsets. It will be shown in Sec. 7.1 that $U_0, \ldots, U_k$ are precisely the eigenspaces of the Johnson graph.

In his famous paper “On the Shannon Capacity of a Graph” [18], Lovász computed the eigenvalues of the Kneser graph, the color-$k$ constituent of the Johnson scheme, in order to prove an upper bound on its Shannon capacity. We follow Lovász’s construction of eigenvectors to construct the subspaces $U_0, \ldots, U_k$.

**Definition 6.2.** We call a function $w : \binom{X}{t} \to \mathbb{C}$ a weight system on $t$-tuples.

**Definition 6.3.** Fix $s, t \in \mathbb{Z}_{\geq 0}$ such that $s < t$. Given a weight system $w$ on $t$-tuples, the induced weight system $\hat{w} : \mathcal{P}(X) \to \mathbb{C}$ is defined by

$$\hat{w}(S) = \sum_{T \supseteq S} w(T)$$

if $|S| \leq t$, and by

$$\hat{w}(S) = \sum_{T \in \binom{S}{t}} w(T)$$

if $|S| > t$.

**Observation 6.4.** Fix $s \in [k + 1]$. Let $\hat{w}_s$ denote the restriction of $\hat{w}$ to $\binom{X}{s}$. Given a weight system $w$ on $t$-tuples, then

$$\hat{w}_s = I_{S_n}(s, t)$$

if $s \leq t$, and

$$\hat{w}_s = I_{S_n}(t, s)^\dagger$$

if $s > t$.

**Corollary 6.5.** Let $k > t \geq 0$. If $w$ is a good weight system on $t$-subsets, then by Prop. 5.15 the induced weight system on $k$-subsets induces the trivial weight system on $(t - 1)$-subsets.

**Proof.** This follows from Prop. 5.15. □

**Definition 6.6.** We call a weight system $w$ on $t$-tuples good if the induced weight system $\hat{w}$ on $(t - 1)$-tuples satisfies

$$\hat{w}(S) = 0$$

for each $S \in \binom{X}{t-1}$.
Proposition 6.7. The system \( \{ \tilde{w}(S) = 0 \}_{S \in \binom{X}{k}} \) of equations has full row rank, where the values of the weight system \( w \) on \( t \)-tuples are treated as the unknowns.

Proof. The matrix associated with this system is precisely \( I_{B_n}(t - 1, t) \). Since \( t \leq k \leq \frac{n}{2} \), by Thm. 5.2 (Gottlieb’s Theorem), this system has full row rank. \( \square \)

Corollary 6.8. The good weight systems on \( t \)-tuples form a subspace of \( \mathbb{C}^{\binom{n}{t}} \) of dimension \( \binom{n}{t} - \binom{n}{t-1} \).

Proof. The set of good weight systems is the kernel of \( \{ \tilde{w}(S) = 0 \}_{S \in \binom{X}{k}} \). \( \square \)

Lemma 6.9. Let \( w \) be a good weight system. For any \( m < t \), the induced weight system \( \tilde{w} \) maps every \( m \)-subset to 0.

Proof. Fix \( U \in \binom{X}{m} \). Then

\[
(t - m) \sum_{T \subseteq U} w(T) = \sum_{S \subseteq U} \sum_{T \subseteq S} w(T) = \sum_{S \subseteq U} \tilde{w}(S) = 0.
\]

Since \( t - m > 0 \), dividing by \( t - m \) shows that the induced weight on any \( m \)-subset is 0. \( \square \)

Definition 6.10. For \( t = 0, \ldots, k \), define the subspace \( U_t \) of \( \mathbb{C}^{\binom{n}{t}} \) as follows. If \( w \) is a good weight system on \( t \)-tuples, then let \( (\bar{w}(w)) \in \mathbb{C}^{\binom{n}{t}} \) be a weight system on \( k \)-tuples with entry \( \bar{w}(w)_A = \tilde{w}(A) \) for \( A \in \binom{X}{k} \). Then we define

\[
U_t = \{ \bar{w}(w) : w \text{ is a good weight system on } t \text{-tuples} \}.
\]

Proposition 6.11. The dimension of \( U_t \) is \( \binom{n}{t} - \binom{n}{t-1} \).

Proof. The map from \( \mathbb{C}^{\binom{n}{t}} \) to \( \mathbb{C}^{\binom{n}{k}} \) defined by \( w \mapsto \bar{w}(w) \) is injective on all weight systems on \( t \)-tuples. This follows from Gottlieb’s theorem, since the matrix associated with map \( w \mapsto \bar{w}(w) \) is \( I_{B_n}(t, k) \), which has full column rank. The restriction of this map to good weight systems on \( t \)-tuples is also injective, so the result follows from Cor. 6.8. \( \square \)

Lemma 6.12. Let \( w \) be a good weight system on \( t \)-tuples. Fix \( s \in \mathbb{Z}_{\geq 0} \) such that \( s < t \), and let \( S \) be an \( s \)-subset of \( X \). Then

\[
\sum_{T \in \binom{X}{s}} w(T) = 0
\]

Proof. Let \( c_m = \sum_{\binom{S \cap T}{m} = m} w(T) \) for all \( m \in [s + 1] \). The equality

\[
0 = \sum_{R \subseteq \binom{X}{s}} \sum_{T \subseteq R} w(T) = \sum_{i=0}^{s} \binom{i}{m} c_i
\]

follows from calculating the coefficient of \( w(T) \) on each side for \( T \in \binom{X}{k} \) such that \( |T \cap S| = i \) and from noting that the inner sums in the second expression are all 0.
by Lemma 6.9. The last expression is a triangular linear system with all diagonal entries being 1, so we can conclude that $c_0 = \cdots = c_s = 0$. \qed

**Theorem 6.13.** The subspaces $U_0, \ldots, U_k$ are mutually orthogonal.

**Proof.** Fix $s, t \in [k + 1]$ such that $s < t$. Let $\pi_u \in U_s$ and $\pi_w \in U_t$. Then

$$
\pi_u \cdot \pi_w = \sum_{A \in \binom{X}{s}} \left( \sum_{S \in \binom{A}{s}} u(S) \right) \left( \sum_{T \in \binom{X}{t}} w(T) \right)
$$

$$
= \sum_{S \in \binom{A}{s}} u(S) \sum_{m=0}^{t} \binom{n - s - t + m}{k - s - t + m} \sum_{T \in \binom{X}{t}} w(T).
$$

The inner sums in Equation (55) are all 0 by Lemma 6.12. Thus $\pi_u \cdot \pi_w = 0$. \qed

7. Eigenvalues of Matrices in the Johnson Adjacency Algebra

7.1. Computing eigenvalues

In this section, we show that the union of bases of $U_0, \ldots, U_k$ forms a common eigenbasis for $A_0, \ldots, A_k$. Thus to find the eigenvalues of any matrix in the adjacency algebra, it is enough to find the eigenvalues of the basis $A_0, \ldots, A_k$. Let $\pi \in \mathbb{C}^{\binom{X}{k}}$ be any nonzero vector in $U_t$, constructed as in Sec. 6.2, with corresponding weight function $w$, and let $\pi = A_k - \pi$. We can expand the entry of $\pi$ labeled by $A \in \binom{X}{k}$ by

$$
\pi_A = \sum_{B \in \binom{X}{k}} \sum_{T \in \binom{X}{t}} w(T).
$$

The number of occurrences of $w(T)$ in the right hand side of the above sum is determined by $m \overset{\text{def}}{=} |T \cap A|$. In particular, $w(T)$ will occur $\binom{k - m}{\ell - m} \binom{n - k + m - t}{k - \ell + m - t}$ times. This coefficient comes from choosing $\ell - m$ elements from $A \setminus T$, followed by $k - \ell - (t - m)$ elements from $X \setminus (A \cup T)$. Note that $m \leq \ell \leq k$. Reindexing the above rightmost sum by $m$ gives us the following.

$$
\pi_A = \sum_{m=0}^{\ell} \binom{k - m}{\ell - m} \binom{n - k + m - t}{k - \ell + m - t} \sum_{T \in \binom{X}{t}} w(T).
$$

It remains to compute the rightmost sum above. For $m \leq t$, we denote this term by

$$
\pi_A = \sum_{T \in \binom{X}{t}} w(T).
$$

Observe that $S_t = \pi_A$. Summing the weights of all $t$-subsets containing a given $m$-subset of $A$, for $m < t$, then summing this quantity over all $m$-subsets of $A$, we
find that \( w(T) \) is counted with multiplicity \( \binom{|T \cap A|}{m} \). The inner sums must all evaluate to 0 by Lemma 6.9 since this quantity is merely the induced weight on the given \( m \)-subset. This results in the following identity for \( m < t \).

\[
\sum_{R \in \binom{A}{m}} \sum_{T \in \binom{X}{t}} w(T) = \sum_{i=0}^{t-m} \binom{t-i}{m} s_{t-i} = 0.
\]

Proceeding with the inductive step, we have

\[
s_m = -\sum_{i=0}^{t-m-1} \binom{t-i}{m} s_{t-i}
\]

\[
= -\sum_{i=0}^{t-m-1} (-1)^i \binom{t-i}{m} \binom{t}{i} \tau_A
\]

\[
= -\tau_A \cdot \sum_{i=0}^{t-m-1} (-1)^i \binom{t-m}{i}
\]

\[
= -\binom{t}{m} \tau_A \cdot \sum_{i=0}^{t-m-1} (-1)^i \binom{t-m}{i}
\]

\[
= -\binom{t}{m} \tau_A \cdot (-1)^{t-m-1} \binom{t-m-1}{t-m-1}
\]

\[
= (-1)^{t-m} \binom{t}{m} \tau_A,
\]

where we use the identity \( \binom{n}{h} \binom{n-h}{k} = \binom{k}{h} \binom{n-k}{n-h} \) in Equation (62) and \( \sum_{j=0}^{k} (-1)^j \binom{n}{j} = (-1)^k \binom{n-1}{k} \) in Equation (64).

Combining the above equations gives us

\[
\bar{y}_A = \sum_{m=0}^{\ell} \binom{k-m}{\ell-m} \binom{n-k+m-t}{k-\ell+m-t} s_m
\]

\[
= \sum_{m=0}^{\ell} (-1)^{t-m} \binom{k-m}{\ell-m} \binom{n-k+m-t}{k-\ell+m-t} \binom{t}{m} \tau_A.
\]

**Proposition 7.1.** The union of bases of the subspaces \( U_0, \ldots, U_k \), constructed as in Sec. 6.2 forms a common eigenbasis for the Johnson adjacency algebra.

**Proof.** By Equation (67), each \( U_0, \ldots, U_k \) is a subspace of an eigenspace of \( A_{k-t} \). Moreover, the subspaces \( U_0, \ldots, U_k \) are mutually orthogonal by Prop. 6.13, and their dimensions sum to \( \binom{n}{k} \) by Cor. 6.8. Therefore the union of bases for \( U_0, \ldots, U_k \) forms a basis for \( \mathbb{C}^\binom{n}{k} \) and each member is a common eigenvector for \( A_0, \ldots, A_k \), hence the entire Johnson adjacency algebra.

**Corollary 7.2.** \( U_0, \ldots, U_k \) are precisely the eigenspaces of \( A_1 \).
Proof. By Prop. 7.1, each $U_t$ ($t \in [k+1]$) is a subspace of an eigenspace of $A_1$ and $U_0, \ldots, U_k$ form a basis for $\mathbb{C}\binom{k}{2}$. By Prop. 4.13, $A_1$ has precisely $k+1$ eigenvalues. Thus each $U_t$ is an eigenspace, and every eigenspace must contain $U_t$ for some $t$. □

We now summarize the main structural theorem for the adjacency algebra of the Johnson scheme.

**Corollary 7.3.** Let $E_i$ denote the orthogonal projection to $U_i$. Then $E_0, \ldots, E_k$ form the basis of symmetric orthogonal idempotents of the adjacency algebra of the Johnson scheme.

Proof. This follows directly from Cor. 7.2 and Thm. 4.14. □

### 7.2. Eigenvalues and Eberlein polynomials

**Theorem 7.4.** The eigenvalues $\lambda_1, \ldots, \lambda_k$, not necessarily distinct, of $A_{k-\ell}$ are given by

\[ \lambda_t = \sum_{m=0}^{t} (-1)^{t-m} \binom{k-m}{\ell-m} \binom{n-k+m-t}{k-\ell+m-t} \binom{t}{m}. \]

Proof. This follows from Equation (67) and Prop. 7.1. Note that the last term in the inner sum is 0 for $m > t$, so we have reindexed the inner sum from its form in Equation (67). □

**Corollary 7.5.** The eigenvalues of a matrix $M$ in the adjacency algebra of $\mathcal{J}(n,k)$, where

\[ M = \sum_{\ell=0}^{k} f(\ell) A_{k-\ell}, \]

are given by $\lambda_0, \ldots, \lambda_k$, not necessarily distinct, where

\[ \lambda_t = \sum_{\ell=0}^{k} f(\ell) \sum_{m=0}^{t} (-1)^{t-m} \binom{k-m}{\ell-m} \binom{n-k+m-t}{k-\ell+m-t} \binom{t}{m}. \]

The dimension of the eigenspace corresponding to an eigenvalue $\mu$ is

\[ \sum_{t \in \{0, \ldots, k\}} \binom{n}{t} - \binom{n}{t-1}. \]

Proof. Since the eigenbasis we constructed is a common eigenbasis of the Johnson adjacency algebra, the eigenvalues of any element are given by the associated linear combination of $\lambda_t$, computed in Thm. 7.4 for each element of the basis $A_0, \ldots, A_k$. The dimension of the eigenspace follows from Props. 6.11 and 7.1. □
Definition 7.6. The Eberlein polynomial $\mathcal{E}_{k}^{\ell,n}(t)$ is defined by

\begin{equation}
\mathcal{E}_{k}^{\ell,n}(t) = \sum_{m=0}^{\ell} (-1)^{m} \binom{k - m}{\ell - m} \binom{k - t}{m} \binom{n - k + m - t}{m},
\end{equation}

where $\ell \leq k \leq n$. The second form is also referred to as the dual-Hahn polynomial.

Corollary 7.7. The eigenvalues $\lambda_{1}, \ldots, \lambda_{k}$ of $A_{i}$ are given by

\begin{equation}
\lambda_{t} = \mathcal{E}_{k}^{k-i,n}(t)
\end{equation}

for $0 \leq t \leq k$.

Proof. Compare with the result of Thm. 7.4.

Corollary 7.8. Certain values of the Eberlein polynomials produce the $p$-numbers (see Definition 3.27) of the adjacency algebra of the Johnson scheme $\mathcal{J}(n,k)$. Specifically,

\begin{equation}
p_{i}(j) = \mathcal{E}_{k}^{i,n}(j).
\end{equation}

Proof. This follows from Prop. 3.28 and Cor. 7.7.

It is proven in the “Association Schemes and Coding Theory” Sec. of Chapter 5 in [I] that the Eberlein polynomials are an orthogonal family with respect to the weight concentrated on the finite set $\{t_{i} = i(n+1-i) : i = 0, \ldots, n\}$ with weighting function $w(t_{i}) = \binom{n}{i} - \binom{n}{i-1}$.

7.3. Conditions for the integrality of eigenvalues

The formula in Thm. 7.5 for the eigenvalues of matrices in the Johnson adjacency algebra gives us some nice conditions for the integrality of spectra.

Corollary 7.9. If $f$ is integer-valued, then the spectrum is integral.

In particular, Tusnády’s matrix where $f(\ell) = \binom{\ell}{r}$ for some parameter $r$ will always have integral eigenvalues.

Corollary 7.10. If

\begin{equation}
f(\ell) \cdot \mathcal{E}_{k}^{k-\ell,n}(t) \in \mathbb{Z}
\end{equation}

for all $t, \ell \leq k$, then the spectrum is integral.

Corollary 7.11. There is an infinite class of matrices over $\mathbb{R}$, each in the adjacency algebra of a Johnson scheme, with at least one non-integer entry whose eigenvalues are integral.
Proof. For fixed values of \(k_0, t_0, \ell_0\) satisfying \(0 < t_0, \ell_0 < k_0\), the Eberlein polynomial \(E_{k_0-t_0}^{\ell_0-n}(t_0)\) has finite degree in the variable \(n\). Therefore there exist infinitely many \(n\) such that \(|E_{k_0-t_0}^{\ell_0-n}(t_0)| \geq 2\). Let \(f(\ell_0) = \left(E_{k_0-t_0}^{\ell_0-n}(t_0)\right)^{-1}\) and set \(f(\ell) = 0\) for all \(\ell \neq \ell_0\). Then the matrix \(M\), constructed as in Cor. 7.5, has integer eigenvalues with at least one non-integer entry. \(\square\)

Corollary 7.12. If we allow \(f\) to depend on the parameter \(n\), so \(f = f_n\), then to have all \(\lambda_i \in \mathbb{Z}\) it is necessary that \(f_n(0), f_n(n) \in \mathbb{Z}\).

Proof. This is observed from evaluating \(\lambda_0\) and \(\lambda_k\), respectively. \(\square\)

Corollary 7.13. If \(f\) is independent of \(n\) and \(k\), then the condition that \(f\) is integer-valued is both necessary and sufficient.

Proof. By Cor. 7.12 we must have \(f(n) \in \mathbb{Z}\) for all \(n \in \mathbb{Z}_{\geq 0}\). \(\square\)
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