THE UNCERTAINTY PRINCIPLE FOR FOURIER TRANSFORMS ON
THE REAL LINE

MITCH HILL

ABSTRACT. This paper will explore the heuristic principle that a function on the line
and its Fourier transform cannot both be concentrated on small sets. We begin with
the basic properties of the Fourier transform and show that a function and its Fourier
transform cannot both have compact support. From there we prove the Fourier inversion
theorem and use this to prove the classical uncertainty principle which shows that the
spread of a function and its Fourier transform are inversely proportional. Finally, we
extend our compactness result from earlier and show that a function and its Fourier
transform cannot both be supported on finite sets.
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1. INTRODUCTION

For certain well-behaved functions from the real line to the complex plane, one can define
a related function which is known as the Fourier transform. The Fourier transform of a
function f: R — C is formally defined as

FIA©) = f©) = /_OO f(z)e ™8 dy . £ cR.

Heuristically, the Fourier transform of a function has (most of) the same properties as the
original function, so that no information is lost. The utility of the Fourier transform lies in
the fact that some problems are much easier to tackle in the dual domain in ¢ than in the
original domain in . However, we shall see that the concentration properties of a function
do not carry over to its Fourier transform. In particular, the Fourier transform “smears
out” functions.

An important and famous result by Heisenberg and Bernstein, often called the Uncer-
tainty Principle, states that the “spread” of a function and its Fourier transform are inversely
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proportional — that is, if the majority of the mass of the original function is clustered tightly
in one area, the mass of the Fourier transform of that function must be spread more widely
over the line. We state the quantitative version of this result as our first theorem. (In the
theorem, S(R) refers to Schwartz functions on the real line, a restriction which will become
clear later.)

Theorem 1.1. (The Uncertainty Principle) For any f € S(R) and any o, § € R, we
have the following inequality:

(1.2) 1 ()15 < dnll(@ = w0) f ()2 [|(€ = €0) f(E)l2 -

Once the uncertainty principle has been established, one can ask more questions about
the Fourier transform of functions with different kinds of support. If a function has finite
support, so that the function is non-zero only on a set of finite measure, one might suspect
from the uncertainty principle that the support of the Fourier transform of such a function
must be larger, and therefore infinite, since a function of finite support has its mass con-
centrated in a small, finite area. This intuition turns out to be correct, and studying this
problem leads us to the second major result of the paper.

Theorem 1.3. (Amrein-Berthier) Let f € S(R) and E, F C R be sets of finite measure.
Then

(1.4) 1 £lz2wy < CUS L2y + 12 rey)
for some constant C that depends only on E and F.

Note that this results implies that if both f and f have finite support, then we must have
f =0 a.e., which means that the Fourier transform of a function of finite support must have
infinite support.

2. THE SCHWARTZ CLASS

Before we define the Fourier transform and give its basic properties, we will define a class
of functions for which the behavior of the Fourier transform is particularly nice. This set of
functions is known as the Schwartz class, which can be thought of as smooth functions that
vanish rapidly towards infinity. The formal definition is given below.

Definition 2.1. We say a function f: R — C is in the Schwartz class, denoted by S(R),
it f € C>*°(R) and, for all m, n € N, there exists a constant C,, , > 0 such that

(2.2) pmn(f) 1= sup 2" F(@)] = Cpn,n < 0.
xe€

The values pp,, »(f) are called the Schwartz semi-norms of f.

Remark 2.3. Tt is clear that S(R) is closed under addition of functions, multiplication of
a function by a scalar, and differentiation of a function. The product rule can be used to
show that S(R) is also closed under multiplication of functions.

Examples 2.4. The following are examples of some functions which are in the Schwartz
class and some functions which are not in the Schwartz class.
(1) Let f be the Gaussian function f(z) = Ce %", with 8 > 0. Then f € S(R),
because e~ is infinitely differentiable on R and decays faster than any power of x.
We will see later that the Gaussians form a special subset of S(IR), because they are
the only functions for which equality holds in the uncertainty principle inequality.
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(2) Let f(z) = eI, Then f ¢ S(R), because f is not differentiable at 0.

(3) Let f(z) = (14 2%*)~! for some k € ZT. Then f ¢ S(R), since f does not decay
faster than the power z2*+1.

(4) Let f € S(R) and let P be a polynomial. Then Pf € S(R), since f already decays
faster than any power of x.

(5) Let C§°(R) denote the set of C'*° functions on R with compact support. Then
C§°(R) C S(R), because if f € C§°(R), then

sup |z™ f(")(;v)| = sup [|z™ f(")(ac)| <R™ ( sup f(")(x)|> < 00,
zeR —R<z<R —R<z<R

so we have f € S(R).

Although S(R) is not a normed linear space, the semi-norms p,, , can be used to make
it into a locally convex complete metric space, otherwise known as a Fréchet space. We will
not need this characterization of S(IR) in this paper, but still we will define convergence
in S(R) using these semi-norms and show that this notion of convergence is stronger than
convergence in any LP space.

Definition 2.5. Let {fx}x=1,2 ... and f be functions in S(R). We say that {f;} converges
to f in S(R) if, for all m, n € N, we have

(2.6) pnin(fi = £) = sup [ (£0(2) = £ (@))] = 0

zeR

as k — oo.

Proposition 2.7. Let {fy}r=1,2 ... and f be functions in SR). If f — f in S(R), then
f = fin LP(R) for all 1 < p < co. Moreover, there exists a constant C, > 0 such that,
for all f € S(R), we have

(2:8) 1 < Cp (1™l + praspisan (1)) < o0

Remark 2.9. Observe that (2.8) implies S(R) C LP(R) for all 1 < p < oo, which can be
seen by letting n = 0.

Proof. Take some g € S(R). Then

1/p
loll, < (/ lgliZ, da + / x2|g<x>|px2dx>
|z|<1 |z|>1

1/p
< <2||9||€o + sup {[z*|g(z)["} a?_de>
|z[>1 |z|>1

A

N

A

< Gy (gloo + sup Iaflp/”J*llg(x)') '
z€R

(2.8) immediately follows if we let f (") = ¢, and the convergence result follows by letting
gk = fr — f and applying the definition of convergence for Schwartz functions. ]



4 MITCH HILL
3. THE FOURIER TRANSFORM AND BASIC PROPERTIES

Now that we are familiar with the Schwartz class, we give the definition of the Fourier
transform and develop some of its basic properties. We conclude the section by giving the
first of our “uncertainty” results, which states that the only function of compact support
with a Fourier transform of compact support is the zero function.

Definition 3.1. Let f € L'(R). Then the Fourier transform of f, denoted by F|[f] or f, is
defined as follows:

(3.2) FIA©) = f©) / f)e e dr, £ R.
Observe that this function is well-defined, since
(33) Fe) < [ 7@ e da =511,

which is finite if f € L'(R). One can also show that f is continuous, which is done as follows.
Take some ¢ > 0. By the Dominated Convergence Theorem, the sequence {f|g(o,n)}NeN
restricting f to the ball B(0, N) converges to f in L'(RR). Therefore, there exists an R > 0
such that f o> g |f(@)]dz < §. Now we have

f(E+h)—f&)] = ’/}R f(z) e 28w (¢=2mizh _ 1) dy

/ (@) e~ — 1| di + / (@) |e 2 1 d.
|| <R |z|>R

In general, we have the inequalities |e?® — 1| < [¢| and \e“ — 1] <2 for all t € R. Therefore,
if |h| <4 := and |z| < R, then |e~27h 1] < a17; and we have

IN

R
fe ) - Feo) < g /|$I<R|f(:z:)|dx+2/zl>R|f(:1:)|dx <

Since § doesn’t depend on the value of £, this shows that f is uniformly continuous.

Note that since S(R) C L'(IR) by the previous section, the above definition of the Fourier
transform extends to the Schwartz class. It is important to note that f is not necessarily in
L'(R) even if f is in L!(IR), so in general F[f] might not be well-defined. In later sections of
the paper, we will want to invert the Fourier transform to reclaim our original function, but
this inversion is not always possible for a function that is simply L'. In this section we will
prove that the Fourier transform of a Schwartz function is also in the Schwartz class, which
means we can find the Fourier transform of the Fourier transform of our original function,
so that the inversion process we will describe later is well-defined.

Next we will explicitly calculate the Fourier transform of a Gaussian function.

Example 3.4. Let f be the Gaussian f(z) = e~™ . Plugging f into (3.2) gives
oo
fle)= / L / o~ (eHi)? (i) g _ e / o= (@+i®)? g
R R —o0

where the second inequality follows from completing the square. The function g(z) = e
is holomorphic on C, so integrating along the boundary of the rectangle

Ry={2€C:—-M<Re(z) <M and 0<Im(z)<¢}

—T{'Z2
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gives faRM g(z)dz = 0. (If £ < 0, then take the boundaries of Ry so that & < Im(z) <0.)
Therefore we have

M ) M s 3 oy 0 e
/ e~ dm—/ e @R g | + / e~ m(=M+iy) dy—/ e mMFW)T g2 ) = 0.
-M -M 0 3

As M — oo, the terms in parentheses on the right both go to zero, which means that

for any £ € R. Therefore we have f(f) =e ™ = f(&), so there is a non-zero function f
whose Fourier transform is itself.

The following proposition gives some of the important basic properties of the Fourier
transform.

Proposition 3.5. Let f € S(R), « € R, and n, m € N. Let f(z) = f(—z) and
fo(z) = f(x —a). Then:

(1) I lloo < 11111

(2) f+9=1F+3

(3) af =af

4) f=F

(5) f=F )

(6) Ja() =P f(E)

@) (©) =

(9) limjg—oq [ F(€)] =0
(10) F(€) = (2mi&)" f(€)
(12) ())"(€) = ((~2miz)" f(x)) (€)
(12) f € S(R)

Remark 3.6. Properties (1) — (9) hold for f € L}(R) as well.

Proof. (1) follows from the fact that (3.3) holds for any £ € R. (2) and (3) follow from the
linearity of integration. For (4), we see that

/ F(—a) e 2 g = / F(u) 70 du = f(—€).
R R

For (5), we have

/ F@) e 27 dy = / F(@) 2 g = F(—¢).
R R

Part (6) follows from writing
/ f(ﬂj o a) 6727riz§ dr = 6727ria§/ f(fﬂ o a) 67271'1'(307(1).5 dr = 6727ria§/ f(u) 6727riu§ dx
R R R

and (7) follows similarly from

/ 2T f () e 72 gy = / f(x) e 2m#(E=0) go — (€ —a).
R R
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To obtain (8), we can write
. 1
/ f ax 27rm§d / f(u) e—27rzu(§/a) du = = (g/a)
R a
To prove (9), first observe that
b ) —2mib§ _ —2miag
lim e 28y — lim ¢ ¢ =0

|€]—o0 J,, |€| 00 —2mié

Therefore (9) holds for simple functions ¢ = >~}'_; ¢kx1, where I are finite disjoint in-
tervals. Take ¢ > 0. Since the family of simple functions is dense in L', there exists
a simple function ¢ such that ||¢p — f|l1 < &/2, and there exists an R > 0 such that

| Jg ¥(x) e 228 dx| < e/2 if |€] > R. Now if |¢| > R, then
/w —27rzm§ dr

I—‘/f et dal < [ |f(@) = vta)ldo +

For (10), we will prove the case n = 1, and the rest follows from the same proof using
induction. Using integration by parts, we can write

/ f’(x) e~ 2miTE Jo. f(l.)efzm‘zg o0 N (27m§)/ (@) e~ 2miTE ]
R —o00 R

where the evaluation at infinity is zero since the function is Schwartz. We will also prove
(11) for the n = 1 case. We write

(f)/(é-) _ d;dg/]Rf(ir) 6—271'1'335 dx = A % f(x) e—?#iwf dr = /R(_27mx)f(x) e—2‘n’iz§ dr

where bringing the differential operator inside of the integral is justified by the fast conver-
gence of f. For the final part of the proposition, we have the bound

2™ (AP @) = 2™ (—2miz)" f (@) [loo

<e.

o n (QW)m m n ~
- enr S e |
= e || )
< e )|
where the bottom term is finite since d‘i( f(@) € S(R). O

Example 3.7. Let f be the Schwartz function f(z) = €27 e~™(B0)°  Then
~ -t
fe —n(554)°
&) = ﬂ

which follows from Example 3.4 and parts (7) and (8) of the proposition. This function will
be very useful when proving the Fourier inversion formula.

In the above proposition, we have shown that the Fourier transform of a Schwartz function
is itself Schwartz, and that differentiating the Fourier transform of a function results in a
multiplication of the Fourier transform by 27i£. The fact that differentiation of the Fourier
transform results in multiplication, which follows from a simple integration by parts, will be
the key to proving the classical uncertainty principle. We need Fourier inversion before we
can prove the uncertainty principle, but we are now in a position to prove the first of our
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uncertainty results, which states that f and f cannot both be compactly supported. We
begin with some results about the extension of f to a holomorphic function on C.

Lemma 3.8. (Uniqueness of the Fourier Transform) If f,g € L'(R) and f(z) = §(x) for
all x € R, then f =0 a.e. on R.

Proof. First recall that f is continuous if f € L'(RR), so in proving this theorem we suppose
f = g for all z € R rather than just a.e. By the linearity of the Fourier transform, the
theorem is equivalent to proving that f = 0 a.e. if f(z) = 0 for all z € R.

We will prove the theorem by constructing a function H such that H(0) = f_ooo fl@)de =
0. This is enough to show that f = 0 a.e., because we can define a new function g(z) =
f(x — a) with g(z) = e~ 2miwa f(ac) =0 for all x € R. Then we apply the same process to g
to obtain ffoo g(z)dx = [~ f(z)dx = 0 for any a € R, which shows that [, f(z)dz =0
for any measurable set A, so f =0 a.e.

To construct H, we first break f apart into two different pieces, f = F_+ F,, where

0 oo
(3.9) F_ (&) = / ft)e ?™ ¢ dt and F (&) = / f(t)e 2™ &t qt .
oo 0
Now take z = x + 4y from the upper half of the plane (so Im(z) =y > 0) and observe that
0 0
el =| [ el < [ o)< i

Therefore F_ is uniformly bounded on {z € C: Im(z) > 0}, and applying the same proof
as before shows that the function is uniformly continuous on this set. Therefore, we can
differentiate under the integral sign, and since the interior is holomorphic as a function of
&, we know F_ is holomorphic on the upper half-plane. A similar argument shows that Fy
is holomorphic on the lower half-plane.

We will now use F_ and F to construct an entire holomorphic function H. By assump-
tion, F_(z)+ Fy(z) = f(z) = 0 if z is real, which means F, = —F_ on the real line. Define
H by

_ [F_(2) ifIm(z) >0
H(z) := {F+(z) it Tm(z) <0 °

H is uniformly continuous and uniformly bounded by || f||1, and holomorphic when restricted
to the upper half-plane or to the lower-half plane. By Morera’s theorem, if f,y H(z)dz=0
for any simple closed C! curve v, then H is entire holomorphic, because we can construct
an antiderivative to H by integration along curves independent of the curves themselves. If
v is contained entirely in the upper half or lower half of the plane, then f,y H(z)dz =0 by
Cauchy’s theorem since H is holomorphic in these regions. For a curve that crosses the real
axis, split the curve into its lower plane and upper plane parts and complete the new curves
along the real line. The integral around the new curves will still be zero, and integrating
along the real line in opposite directions will cancel out. Therefore fﬁ/ H(z)dz = 0 for any
simple closed C' gamma, so H is entire holomorphic.

H is now an entire bounded holomorphic function, so by Liouville’s Theorem H is con-
stant. An analog of the proof of (7) from the previous proposition shows that lim|;|_, ., H(z) =

0, so we must have H(z) = 0 for all z € C. Thus H(0) = ffoo f(z)dx = 0 and we are
done. O
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Remark 3.10. Another version of the above lemma can be obtained using Fourier inversion,
but the version proved here is stronger because it shows that if the Fourier transforms of two
functions are equal, then the original functions are equal a.e. even if the Fourier transform
of the functions is not invertible. While the Fourier transform of a Schwartz function is
always invertible, this is not the case for L'.

Lemma 3.11. (Paley-Wiener) Let f € C3°(R), and suppose f(z) =0 if |z| > R. Then f
can be extended to a holomorphic function on all of C, and we have the decay estimate

(3.12) F(2)] < Cu(1 + |2]) e MR
for anyn € 7.

Proof. First observe that f (z) is absolutely convergent for all z € C, since

R
/ f(x) 672772'Re(z):1:627r1m(z)z dz| < 627r|Im(z)|R Hf”l )
-R

f(z)] =

/R fla)e 2 d;z;‘ -

Therefore we can differentiate under the integral sign, and f is holomorphic on C since
the interior of the integral is holomorphic on C. To prove the bound, the fact that f is
holomorphic allows us to restrict our attention to |z| > 1, since f is uniformly bounded on
the closed unit disk. Using integration by parts yields

¢ & 1 ar _ TiZT _ 1 i —2mizx dnf
f<z):/R(—27rz’z)"<dm"62 )f(x)dx—(_Qm_Z)n/Re2 dxn(x)dx.

Since f is Schwartz, there is some K, > 0 such that |f(")(z)| < K,, for all z € R, so we
obtain
1 2RK,

R
Kn —2mizx d
(—2miz)" /42 ¢ o (2m)™

which concludes the proof. O

Pl eQTr\Im(z)| R

1f(2)] <

<

Theorem 3.13. Let f € C§(R). If f has compact support, then f = 0.

Proof. We will use a proof by contradiction. Suppose f is a non-zero infinitely differentiable
function of compact support and that the support of f is also compact. Since f and f have
compact support, there is some R > 0 such that f(z) = f(z) = 0if |z| > R. By the previous
lemma, f can be extended to an entire holomorphic function. For a non-zero holomorphic
function g, if g(z9) = 0 then there exists a § > 0 such that g(z) # 0 for any z € B(zo, 9).
Since f(2R) = 0 and for any § > 0, we have 2R + §/2 € B(2R, §) and f(2R + §/2) = 0,
we must have f = 0 on all of C, and therefore also on all of R. By the Uniqueness of the

Fourier Transform, this implies that f = 0 a.e. on R, and since f € C§°, f = 0 everywhere
on R. 0

4. FOURIER INVERSION

One of the most useful properties of the Fourier transform is the fact that under certain
circumstances, the Fourier transform of a function can be inverted to recover the original
function. This means that when working with the Fourier transform of a function, we
don’t have to worry about losing information contained in the original function, since this
information can be recovered using the inversion process. An easier corollary of Fourier
inversion is the Plancherel identity, which states that the L? norm of a function and of its
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Fourier transform are equal, and this identity will appear very frequently when proving the
uncertainty principle and other uncertainty results.

Some quick informal scratch work sheds light on why the process of Fourier inversion
works in certain cases, and also gives an explanation of why the Fourier transform of a
function on IR is defined as a function on IR, whereas the Fourier series for a function on a
bounded interval is only a collection of coefficients defined on Z.

Consider some function f : R — C with period 1. The n'" Fourier coefficient of f for
some integer n is given by

1/2
f(n) — / f(t) e~ 2mint dt,
—1/2
and if f is a well-behaved function then we are able to reconstruct f from its Fourier
coefficients and write

F =3 Fmyermin
n=-—oo
Now, consider some function f : R — C with arbitrary period P > 0. Then g(z) = f(Px)

is a function of period 1, so from a change of variables we could choose to define the Fourier
coefficients of f by

~ 1 P/2 2mint
f=5 [ swe Far,
P J_p
Reconstructing f from these coefficients in the same way as before, we get

o0

4 2mint 1 & P/2 _ 2nina 2mint
=3 fme =5 > (/ fa) e dw)e a

n=—o00 n=—o0 —P/2

Taking the limit as P — oo and ignoring problems of convergence, the sum becomes an
integral and we might hope to write

(4.1) o= [ < [ fajezms dx> T g

for a function of period oo, which is just a function on the line. This is exactly what we
will prove in the upcoming Fourier inversion theorem, and the above equation turns out to
always be true when f is Schwartz. Motivated by this analysis, we give a definition for the
inverse of the Fourier transform.

Definition 4.2. Given f € S(R), we define
(4.3 fo) = [ st = f-o)
R

for all 2 € R. The operation f — f is called the inverse Fourier transform.

Before proving the Fourier inversion theorem, we first need some results about approxi-
mate identities. In physics, one often uses the Dirac-delta distribution d(z), which satisfies

(4.4) [ i == 1)

for all f in some set of functions. In general, the integral fIR f(t)g(x — t)dt is known as
the convolution of f and g, which itself is a function from R to C, and we might wonder if
there is some function g such that the convolution of f and g returns the orignal function
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f. Although such a function does not exist in the conventional sense of functions, often we
can find a family of functions g(x, €) with the property that
(4.5) lim / flz)g(x —t, e)dt = f(z).

e—0

Such functions are known as approximate identities.

Definition 4.6. An approzimate identity (as ¢ — 0) is a family of functions k. € L*(R)
with the following properties:

( ) There exists a constant ¢ > 0 such that ||k.||; < ¢ for all € > 0.
2) Jg ke(x)dx =1 for all € > 0.
( ) For any 5 >0, we have [ s |ke(z)]dz — 0 as e — 0.

From this definition, we get an idea of how an approximate identity works. As ¢ — 0,
the mass of k. becomes concentrated closer and closer to the origin. If k. replaces g in
(4.3) and =z is fixed, then the product inside of the integral vanishes for all ¢ except those
close to = when ¢ is small, and since integrating k. over R always gives 1, the value of
the integral is close to f(x) for small . Before we prove that (4.3) does indeed hold for
families of functions that satisfy the three properties listed above, we give some examples
of approximate identities on RR.

Example 4.7. The following are examples of approximate identities.
e Let k be a function such that [ k(z)dz = 1. Then k. = e~ k(e~'z) is an approx-
imate identity. A simple substltutlon of variables shows that k. satisfies properties
(1) and (2) since k satisfies both of these properties. Property (3) is satisfied since

lim |k(z)|dx =0

e70 Je|2s/e
for all 6 > 0. This simple trick shows that approximate identites are quite common,
and that many different types of functions can be altered slightly to serve as an
approximate identity. This method of converting a function into an approximate
identity bears some similarity to (8) from Proposition 3.5, and we will exploit this
when proving Fourier inversion.

o Let P(x) = (n(1+2?))~!, and let P.(x) = e *P(¢~'z). Then by the above argument

P. is an approximate identity, since

1 1 1
/ — ———dx = — arctan(z)
™

r 7T 1+ a2

=1.

— 00

P. is commonly known as the Poisson kernel.
e Let g(z) = e ™ . Then g.(z) = e 'g(e~'z) is an approximate identity, since
Jr 9(x)dx = 1. To see this, let A= [ e~ dz. Then

2 () ([ )] e
R R RJR
2m o) R
= / / re " drdf =1
o Jo

where the third equality follows from a change to polar coordinates, and the last
integral is easily evaluted using substitution. We have already used the fact that
fR g(z)dx = 1 earlier in Example 3.4. We will use the approximate identity g. in
our proof of the Fourier inversion theorem.
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Theorem 4.8. Let k. be an approximate identity, and let f € S(R). Then

/f (x— t)dt — f(x)

so the convolution of f and k. converges to f for all x € R as e — 0.

(4.9) lim

e—0

=0,

oo

Proof. First we observe that we can write

/f (x—t)dt = /fx—t

by using a simple substitution, so the convolution operation is commutative and we can
instead prove the theorem for [ f(z — t) k(t)dt.

Next observe that if f € S(R), then f is uniformly continuous on R, which is shown
as follows: since sup,cg |2 f(z)| < oo, we must have lim;_, f(z) = 0, and we know f
is continuous by definition. Therefore there exists an R > 0 such that if |z| > R, then
|f(z)| < e/2. Any continuous function is uniformly continuous on a compact set, so there
exists some g > 0 such that if z, y € [-R—1, R+1] and |z —y| < §, then |f(z) — f(y)| < e.
Therefore, for any =,y € R, if |z — y| < min(d, 1), we have |f(z) — f(y)| < ¢, so f is
uniformly continuous.

Now choose some arbitrary A > 0. Since f is uniformly continuous, there is some § > 0
such that if [h| < 4, then

[f(z—h) = f@)] < 5
for all z € R, where c is the constant from par (1) of Deﬁmtlon 4.4. Now by part (2) of
Definition 4.4, we know 1 = [, k-(z)dz = [ ke(z — t) dx, so we can write

[ fa=nhd—r@ - /fw—t 0t~ f(a) [ kele) i
- /R (F(x— 1) — f(2)) ku(t) dt

_ / @0 -f@)k®dt+ [ Ue--i@koa.

[t|=6

Taking the L> norm of the first term in the bottom sum gives

sup
zeR

[ Sen—s@koa) < [ sl - @lkol

t|<sd z€R

< /M%k()l

and taking the L°° norm of the second term gives

l\>\>/

IN

sup
z€R

/t|>5 (flx—1t) = f(x)) ke(t) dt

/t sup |f(w — ) — f ()| [ke(t)] dt

|>6 zeR

IN

2 (£ / el

Now, by property (3) of Definition 4.4, there exists an £y > 0 such that if ¢ < g, then

A
k(D) dt < ————.
/M' W1t < 47
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Therefore || [, f(z —t) ke(t) dt — f(z)]lso < A, so the theorem is proven. O

With the above theorem in hand, we are ready to prove Fourier inversion.

Theorem 4.10. Let f, g, h € S(R). Then the following hold:

(1)
[ 1@ty s = [ forg(e) ds
R R

(2) (Fourier Inversion)

(3)

[ rntras = [ fene ds
R R
(4) (Plancherel’s Identity)

12 = 1fll2 = [1F1l2

z)dx = f(2)§(x) d
/f r = /f(x)g(x) x
Proof. For (1), we have

/ e ( [ aweme dy) o= [ oo ( [ fayezei d:c) dy,

where the change in the order of integration is justified by Fubini’s Theorem, which is valid
because of the absolute convergence of the integrals. To prove (2), we use (1) with

(5)

o2miwt | —m(ex)?

ga) = i e
Fortunately, we have already done enough work to find § without an explicit computation.
Combining the results of Example 3.4 and Proposition 3.5 parts (7) and (8) yields

g(l’) = %e—ﬂ‘(ms—t)Q

)

which is an approximate identity by Example 4.7 and the fact that f]R —m@=)’ gy =
fR e~ dz =1 for any real number ¢. Applying (1) now yields

R R

We now consider the above equation as € — 0. By Theorem 4.8, the left-hand side converges
to f(t). Since e~™®)” < 1, the right-hand side converges to (f)7(t) by the Lebesgue
Dominated Convergence Theorem. Therefore f = ( fA)V on R, and the other equality in (2)
follows in a similar way.
To prove (3), observe that
@) =@ =3
where the first equality follows from Proposition 3.5 (5). Therefore (3) follows from (1)

with g = h. Plancherel’s identity follows from (3) with 2 = £, and (5) follows from (1) and
Fourier inversion. ]
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We remark that Plancherel’s identity allows us to extend JF uniquely to an isometry on
L?(R. The following corollary sums up why the Schwartz class is a natural environment for
studying the Fourier transform.

Corollary 4.11. The Fourier transform is a homeomorphism from S(RR) onto itself.

Proof. The fact that F is bijective follows from Proposition 3.5 (12) and Fourier inversion.
To prove continuity, we show that if fy — f in S(R), then fr — f in S(R). For any
g € S(R), we have

@, = o7 [Eenee]|

™m

< (@mmm (z"g(x))

m
dx 1

just as in the proof of Proposition 3.5 (12). Now if we let g = f — f, by using the product
rule and the fact that convergence in S(RR) implies convergence in L'(IR), it is simple to
show that pm’n(fk — f) — 0 as k — oo for arbitrary m, n € Z*. Therefore f, — f in S(R)
and F is continuous. (Il

5. THE UNCERTAINTY PRINCIPLE

Now that we have established all the necessary preliminary results, we obtain the uncer-
tainty principle from what is essentially a simple integration by parts. After the proof of
the uncertainty principle, we give some physical interpretations of our new formula.

Theorem 5.1. For any f € S(R) and any xo, & € R, we have the following inequality:
(5.2) £ (@)lI5 < 4m[|(x = z0) f(2)l|2 (€ = €0) F(E)]l2-

Moreover, we have equality in the above expression if and only if f is a modulated and shifted
Gaussian, which means it has the form f(z) = ¢ e*1(*=%0) e=c2(@=20)" yith ¢y > 0.

Proof. We will first prove a weaker version of the inequality before we prove the theorem in
its full generality. We write

[ 15 ds

/R f(2)F(@) da
@ [ = [ 2@+ 1)) do
—Z/RxRe( (2)f'(z)) dx

where the second equality follows from integration by parts and the last equality holds
because lim|,| o |z f(x)?| = 0 since f is Schwartz. Now, we can write

(5.3) I£115 = ‘2/RIRe(f(I)f’(w))dx < 2|lzf(@)l2 1 ()2

which follows from the Cauchy-Schwartz inequality. Recalling that differentiation of the
original function translates to multiplication by 27i¢ in the domain of the Fourier transform,
we have

7@l = 1£'@)ll2 = 1(F)E)l2 = 27i€) F(E)ll = 27€ F(E)l2
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where the second equality follows from Plancherel’s Identity and the third equality follows
from Proposition 3.5 (10). Combining this with our previous results gives

(5.4) IF13 < dnllz £(2)llz 1€ F©)]l2 -

To prove the theorem in its full generality, we define a new function

g(x) = e~ 2mizto fx+xzp), sothat g(&) = e2mizod f(f +&).

For this function g, we have

2 _ —2mizéo 2. 2 )12
lgll2 AJe Ja+ 20)| de AJﬂm at = |72,

fugtlle = ([ e flus an)f M)m
- (/xxo )|2da:>1/2 (@ = 20)F()],
ltat)ls = ( ngwf@+®fdguz

_ </R‘(g_go)f(£)‘2 d5)1/2= 1€ = 40) F(©)ll2-

Therefore, applying (5.4) to g proves (5.2).

If we want equality to hold in (5.2), then we must have equality when we apply Cauchy-
Schwartz in (5.3). Equality holds when applying Cauchy-Schwartz to the inner product of
uw and v if and only if v = Au for some scalar A. Therefore, for equality to hold in (5.2) we
must have f'(z) = Az f(x), a differential equation which has the solution f(z) = C e*/? o*,

([l

If we consider f and f as probability distributions, then the expressions

Juf @ —20)f(@)ll2 and  inf [I(€ ~ &) F©l2

correspond to the standard deviation of f and the standard deviation of f respectively. A
probabilistic interpretation of the uncertainty principle says that the standard deviation of
f and f exhibit an inversely proportional relationship, so if f is tightly concentrated in
a small area then f has a much wider spread, and vice-versa. The smaller the standard
deviation of a probability distribution is, the more precisely one can predict the outcome of
the random event, so if two probability distributions are Fourier transforms of one another,
we can accurately predict at best one event. Moreover, paired normal distributions give us
the most overall predictive power of any distribution, since equality in the theorem only
holds for normal distributions.

There are two important physical interpretations of Theorem 5.1, which arise from two
sets of paired domains. Taking the Fourier transform of a probability distribution in the
position domains gives a probability distribution in the momentum domain, so Theorem
5.1 states that we cannot precisely know both the position and momentum of a particle to
arbitrary certainty. This is the well-known Uncertainty Principle from quantum mechanics,
which arises from little more than integration by parts and the Cauchy-Schwartz inequality
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but has huge ramifications for the way we look at the world we live in. Time and frequency
are another set of paired domains, so Theorem 5.1 also states that sampling a sound over
smaller and smaller time intervals results in a loss in accuracy of the frequency sampled,
which has important implications for audio technology.

6. THE AMREIN-BERTHIER THEOREM

We conclude our study of the uncertainty principle with the Amrein-Berthier theorem.
As an easy corollary, we obtain the result that a non-zero function f supported on a set of
finite measure cannot have a Fourier transform which is supported on a set of finite measure.
We have already shown that this is the case if f is compactly supported, but proving the
result for sets of finite measure (which might not be bounded) is more difficult and will
require methods significantly different from those already used.

Suppose E, F C R have finite measure. We are interested in determining whether there
is a non-zero f € L?(R) such that

(6.1) supp(f) C E  and supp(f) C F.

We begin by defining a linear operator T[f] = XE(XFf) “, where T is considered as an
operator from L?(R) to L*(R). If there is a function f that satisfies (6.1), then it is clear
that T'(f) = f, which would imply that ||T'||,p > 1. On the other hand, we have

ITfllz = lxe (e f) Mz < (e )7 e = Ixefllz < IFllz = 115112

where the equalities all follow from Plancherel’s Identity, so ||T||op, < 1. Therefore, if we can
show that ||T||op < 1, then there is no non-zero f that satisfies (6.1). We can rewrite T[f]

in the following way:
XE($> /IR€2witm XF(t) (/]R f(y) e—2m‘yt dy) dt

ye(@) /R ) /R X () @) g dy

Tifl(z) = (xelxrf) )(z)

so we have
(6.2) T(f)(x) = /R xe (@) (@ — ) () dy.

Therefore T is an integral transform with kernel K (z, y) = xg(z) Xr(z — y), and

1/2
ITllop < ( /}R /R K(x, y>|2dxdy> — (|B]-|F)Y2 = 0 < 0.

Therefore ||T]lop < min(o, 1), and if ¢ < 1 it immediately follows that the only f that
satisfies (6.1) is the zero function. With a little more work, we can show that the previous
statement is true for arbitrary o. Before doing so, we temporarily drop the requirement
that £ and F have finite measure and show that ||T'||o, < 1 is equivalent to several other
statements, some of which are more immediately applicable.

Lemma 6.3. Let E, F be measurable subsets of R, let f € L2(RR), and let Cy, Cy be positive
constants. Then the following are equivalent:

(1) I ez < Crlllf Np2gmey + 1 Fllz2ee)) A
(2) There exists some € > 0 such that Hf||%2(E) + Hf||%2(F) <(@2-9)|fl3

(3) If supp(f) C F', then |[fll2 < CallfllL2(5e)
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(4) If supp(f) C E, then || fll2 < Cal| fllz2me)

(5) There exists 0 < p < 1 such that ||xg(xrf) |2 < pll fll2
Remark 6.4. ||T|lop < 1 is the same as statement (5).

Proof. Plancherel’s Identity identity is used frequently throughout the proof, and we will
no longer make note when it is used.

(1) = (2): We can write

1 £172 ) + 1172y

201£13 = 11132 ey = IF1F2 ey

(2 - (200 HIIfI3-

(2) = (3): T supp(f) € F, then | flEagr = 112z 50 0 < 171220 < (1 — )IF]3- Now
el I3 < Wf1Zaey < A, or  IIFIE < e I flIZem) -

(3) = (1): Observe that supp(xrf) C F by definition, so
I1£1l2 10 f) Ml + 1 Ocre ) Iz

Callxge(xrf) ll2 + 1|Oxre f) 12

Collxpefll2 + Callxee (xpe ) l2 + | (xre £) Il2
Collxge fllz + (Co + V)| (xpe f) |2 -

Simply replacing f by f gives (2) = (4) and (4) = (1).

IN

IANIN IN A

(3) = (5): As before, supp(xrf) C F, so

[CTIN[ e Ocr )7 115 + e Oer )13
IxeOcr ) I3+ C2 2l 0er )13
which means |[x5(xrf) 2 < (1= )2 (xp f) |2 < (1= C3 ) 2(If -

(5) = (3): If supp(f) C F, then (xr

)y
Ifllz < lixeflle +lIxeefll2
< plflle +lIxeefll2,

Y

= f, so we have

which implics [|/]l2 < (1 - )| xg- -

We are ready to prove our final theorem.

Theorem 6.5. (Amrein-Berthier) Let f € L*(R) and E, F C R be sets of finite measure.
Then

(6.6) 1£llz2 ) < CUfllzme) + 1 FllL2(re))
for some constant C that depends only on E and F.

Proof. Recall our linear operator T[f] = xz(xrf)~, and that |T|lop < o := (|E| - |F|)*/2.
Let

(6.7) Ay ={f € L*(R) : T[f] = \f}
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be the left M\-eigenspace of T. First we claim that dim(A4y) < A~202. To prove this claim,
suppose that {f;}7, is an orthonormal sequence sequence in Ay. Now, with K(z, y) as
the kernel of the integral transform 7', Bessel’s Inequality allows us to write

mv:é | | . D@ dedy| < [ 1K pPdzdy = o2,

because [p K(z, y) fu(z)dz = Mfi(y) since {fr} C Ay and because

S 1 ifj=k
since {fx} is an orthonormal sequence. In particular, dim(A4,) < oo for any A since o is
finite by assumption.

Now we will use proof by contradiction to prove the theorem. Suppose ||T|op = 1,
which contradicts the conclusion of the theorem since the previous lemma shows that the
conclusion of the theorem is equivalent to ||T|lop < 1. A bounded integral transform is
always a compact operator, so if ||T||o, = 1 then there is some f € L?*(R) that satisfies
(6.1). We now show that dim(A4;) = oo to obtain our contradiction. Inductively, we define

So :=supp(f), S1:=S0U(So—9v0), Skt1:=5SkU(So—wyr) fork>1,
where the translations {yx}ren are chosen so that |Sk| < |Ski1| < |Sk| + 27%. Using

the f that satisfies (6.1), we define fi(z) = f(x + yx), so that {fi} is an infinite linearly
independent set with

o0
supp(fx) C Seo := U S;
j=0
for all k > 0. Observe that supp( fk) C F for all kK > 0 since translation in the original
domain translates to multiplication by a constant in the Fourier domain. Since |S| < 00,
we obtain the desired contradiction with F = S.
O
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