
CHAPTER 3

Local Theory: Chiral Basics

Algebraisty obyqno opredel��t gruppy kak mno�estva
s operaci�mi, udovletvor��wimi dlinnomu r�du trudno-
zapominaemyh aksiom. Pon�t~ takoe opredelenie, na mo$i
vzgl�d, nevozmo�no.

Qlen-korrespondent AN SSSR V. I. Arnol~d,
“Matematika s qeloveqeskim licom”,
Priroda, }3, 1988, 117–118. †

3.1. Chiral operations

From now on we assume that X is a smooth curve.
We define chiral operations between D-modules onX in 3.1.1. The action of the

tensor category M(X)! on M(X)ch is defined in 3.1.3. The operad P ch(ω) of chiral
operations acting on ωX identifies canonically with the Lie operad (see 3.1.5). This
fact is (the de Rham version of) a theorem of F. Cohen [C]; an alternative proof is
given in 3.1.6–3.1.9. In 3.1.16 we mention that chiral operations can also be defined
in the setting of (g,K)-modules with dim g/k = 1 (and, in fact, for O-modules
on any c-stack of c-rank 1; see 2.9), and (g,K)-structures provide pseudo-tensor
functors between the (g,K)-modules and D-modules.

3.1.1. For a finite non-empty set I put U (I) := {(xi) ∈ XI : xi1 6= xi2 for
every i1 6= i2}. So U (I) is the complement to the diagonal divisor if |I| ≥ 2. Denote
by j(I) : U (I) ↪→ XI the open embedding. We write U (n) for U ({1,... ,n}).

Let Li, i ∈ I, and M be (right) D-modules on X. Set

(3.1.1.1) P chI ({Li},M) := HomM(XI)(j
(I)
∗ j(I)∗(�

I
Li),∆

(I)
∗ M).

The elements of this vector space are called chiral I-operations. They have the
local nature with respect to the étale topology of X. As usual, we write P chn for
P ch{1,... ,n}; the elements of P ch2 are called chiral pairings.

Remark. Let Fi ,G be quasi-coherent OX -modules. By 2.1.8 (see, in par-
ticular, Example (iii) there) we have P chI ({FiD}, GD) = Diff(j(I)∗ j(I)∗(�Fi),∆·G);
elements of this vector space are called chiral polydifferential operators.

† “Algebraists define a group as a set equipped with operations, subject to a long series

of axioms which are difficult to remember. Understanding such a definition is, in my opinion,
impossible.” V. I. Arnold, Corresponding Member of the Academy of Sciences of the USSR,

“Mathematics with a Human Face”, Priroda, No. 3, 1988, 117–118.
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158 3. LOCAL THEORY: CHIRAL BASICS

3.1.2. Our P chI are left exact k-polylinear functors on M(X). Let us define
the composition of chiral operations. Let π: J � I be a surjective map of finite
non-empty sets, {Kj} a J-family of DX -modules. The composition map

(3.1.2.1) P chI ({Li},M)⊗ (⊗IP chJi
({Kj}, Li)) −→ P chJ ({Kj},M)

sends ϕ⊗ (⊗ψi) to ϕ(ψi) defined as the composition

j
(J)
∗ j(J)∗(�JKj) = j

(π)
∗ j(π)∗(�I(j

(Ji)
∗ j(Ji)∗ �Ji

Kj))
�ψi−−→ j

(π)
∗ j(π)∗(�I∆

(Ji)
∗ Li)

= ∆(π)
∗ j

(I)
∗ j(I)∗ (�ILi)

∆(π)
∗ (ϕ)−−−−−→ ∆(π)

∗ ∆(I)
∗ M = ∆(J)

∗ M.

Here j(π): U (π) := {(xj) ∈ XJ : xj1 6= xj2 if π(j1) 6= π(j2)} ↪→ XJ ; for the rest of
the notation see 2.2.3.

The composition is associative, so the P chI define on M(X) an abelian pseudo-
tensor structure on M(X). We call it the chiral structure and denote it by M(X)ch.
The pseudo-tensor categories M(U)ch, U ∈ Xét, form a sheaf of pseudo-tensor
categories M(Xét)ch on the étale topology of X.

The de Rham functor h (see 2.1.6) is an augmentation functor on M(Xét)ch

(see 1.2.5).1 The structure map

(3.1.2.2) hI,i0 : P
ch
I ({Li},M)⊗ h(Li0)→ P chIr{i0}({Li},M)

sends ϕ⊗ ¯̀
i0 , where ϕ ∈ P chI ({Li},M), `i0 ∈ Li0 , to the chiral I r {i0}-operation

a 7→ Tri0ϕ(a� `i0) (cf. 2.2.7). Here, as in 2.2.7, Tri0 : prI,i0·∆
(I)
∗ M → ∆(Ir{i0})

∗ M

is the trace map for the projection prI,i0 : X
I → XIr{i0}. Compatibilities (i) and

(ii) in 1.2.5 are immediate.

3.1.3. The action of the tensor category M(X)! on M(X) extends naturally
to an action of M(X)! on M(X)ch (see 1.1.6(v)). The corresponding morphisms
P chI ({Mi}, N)→ P chI ({Mi⊗Ai}, N⊗(⊗Ai)) send a chiral operation ϕ to ϕ⊗id�Ai

;
we use the identification (∆(I)

∗ N)⊗ (�Ai) = ∆(I)
∗ (N ⊗ (⊗Ai)) of (2.1.3.2).

3.1.4. Consider the operad P ch(ωX) (see 1.1.6) of chiral operations on ωX , so
P chI (ωX) := Hom(j(I)∗ j(I)∗ω�I

X ,∆(I)
∗ ωX). Set λI := (k[1])⊗I [−|I|] = (det(kI))[|I|];

this is a line of degree 0 on which Aut I acts by the sgn character. One has a
canonical, hence Aut I-equivariant, isomorphism

(3.1.4.1) εI : ω�I
X ⊗λI

∼−→ ωXI , (�νi)⊗ (ei1 ∧ · · · ∧ ein) 7→ pr∗i1νi1 ∧ · · · ∧ pr
∗
inνin ;

here νi ∈ ωX , {i1, . . . , in} is an ordering of I, and {ei} is the standard base of kI .
Equivalently, εI [|I|] : (ωX [1])�I ∼−→ ωXI [|I|] is the compatibility of Grothendieck’s
dualizing complexes with products (see 2.2.2).

If |I| = 2, then the residue morphism Res: j(I)∗ j(I)∗ωXI → ∆(I)
∗ ωX yields a

canonical map rI : λI → P chI (ωX).

3.1.5. Theorem. There is a unique isomorphism of operads

κ : Lie
∼−→ P ch(ωX)

which coincides with rI for |I| = 2.

1Contrary to the ∗ situation, in the chiral setting h is highly degenerate.
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Proof. Let C(ω)XI be the Cousin complex for ωXI [|I|] = (ωX [1])�I with respect
to the diagonal stratification. It equals ⊕

T∈Q(I)
∆(I/T )
∗ j

(T )
∗ j(T )∗(ωX [1])�T as a mere

graded module; here Q(I) is the set of quotients I � T (see 1.3.1), and ∆(I/T ) is the
diagonal embedding XT ↪→ XI . The non-zero components of the differential are
∆(I/T )
∗ (ResT ′) for XT ′ ⊂ XT , |T ′| = |T | − 1, where ResT ′ : j(T )

∗ j(T )∗(ωX [1])�T →
∆(T/T ′)
∗ j

(T ′)
∗ j(T

′)∗(ωX [1])�T ′ is the residue morphism. The complex CI is a resolu-
tion of (ωX [1])�I .

The existence of κ is easy: the map rI : λI → P chI (ωX), |I| = 2, is Aut I-
equivariant, so it defines a skew-symmetric operation [ ] ∈ P ch2 (ωX), and we have
only to check that the operation α := [[1, 2], 3] + [[2, 3]1] + [[3, 1], 2] ∈ P ch3 (ωX) is
zero. This is true since α equals the square of the differential in C(ω)X3 . The
uniqueness of κ is clear. We will show that κ is bijective in 3.1.8–3.1.9 after a
necessary digression of 3.1.6–3.1.7.

3.1.6. Let M be a DXI -module. We say that a finite increasing filtration W·
on M is special if for every l the successive quotient grWl M is a finite sum of copies
of ∆(I/T )

∗ ωXT for T ∈ Q(I,−l). Such a filtration is unique if it exists. We call M
a special DXI -module if it admits a special filtration. Let M(XI)sp ⊂ M(XI) be
the full subcategory of special D-modules. It is closed under finite direct sums and
subquotients, so it is an abelian category. Any morphism in M(XI)sp is strictly
compatible with W·; i.e., grW is an exact functor.

Denote by M(XI)sp>n the full subcategory of special modules with Wn = 0.

3.1.7. Lemma. j
(I)
∗ j(I)∗ωXI is a special DXI -module.

Proof of Lemma. We want to show that C(ω)−|I|
XI is special. By induction

by |I| we can assume that C(ω)−|I|+1

XI ∈ M(XI)sp>−|I|. Thus such is the image of

d : C(ω)−|I|
XI → C(ω)−|I|+1

XI . Therefore C(ω)−|I|
XI is an extension of a special module

with vanishing W−|I| by ωXI , and hence it is special; q.e.d. �

3.1.8. So for any T ∈ Q(I) the DXI -module ∆(I/T )
∗ j

(T )
∗ j(T )∗ωXT is special.

In fact, this is an injective object of M(XI)sp. This follows from the exactness of
the functor P 7→ P/W−|T |−1P since ∆(I/T )

∗ j
(T )
∗ j(T )∗ωXT is obviously an injective

object of the subcategory M(XI)sp>−|T |−1. In particular, ∆(I)
∗ ωX is an injective

object of M(XI)sp.
Suppose that |I| > 1, so Hom(ωXI ,∆(I)

∗ ωX) = 0. Since C(ω)XI is a resolution
of ωXI [I] in M(XI)sp, the complex CI := Hom(C(ω)XI ,∆(I)

∗ ωX) is acyclic.
As a mere graded module CI equals ⊕

T∈Q(I)
P chT (ωX)⊗ λT [−|T |]. The non-zero

components of the differential are P chT ′ (ωX) ⊗ λT ′ [−|T ′|] → P chT (ωX) ⊗ λT [−|T |]
for T ′ ∈ Q(T ), |T | = |T ′| + 1. In terms of the operad structure it is the insertion
of κ([ ])α1,α2 ∈ P ch{α1,α2}(ωX); here αi ∈ T are the elements such that T ′ is the
quotient of T modulo the relation α1 = α2.

3.1.9. Now we can finish the proof of 3.1.5. The surjectivity of the top differ-
ential in the complexes CI means that for n ≥ 2 every operation in P chn (ωX) is a
sum of (n− 1)-operations composed with binary operations. Therefore P ch(ωX) is
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generated by P ch2 (ωX). Acyclicity of CI implies that all the relations in our operad
come from the Jacobi relation for [ ] ∈ P ch2 (ωX). �

3.1.10. Remarks. (i) For S, T ∈ Q(I) let LieS/T be the vector space ⊗
T

LieSt

if S ≥ T and 0 otherwise. Let us define a canonical isomorphism

(3.1.10.1) α(I, S)l: grW−l(∆
(I/S)
∗ j

(S)
∗ j(S)∗ω�S

X ) ∼−→ ⊕
T∈Q(S,l)

∆(I/T )
∗ ω�T

X ⊗ Lie∗S/T .

First notice that both parts are supported on XS ⊂ XI , so (applying ∆(I/S)!

and replacing S by I) we may assume that S = I. The case of the top quotient
l = 1 is just the isomorphism κI of 3.1.5. Assume that l > 1. It suffices to
define α(I, I)l = α(I)l over the complement to diagonals of dimension < l. Its
T -component α(I)T is determined by the restriction to a neighbourhood of XT .
There j(I)∗ j(I)∗ω�I

X coincides with �
T
j
(It)
∗ j(It)∗ω�It

X , and α(I)T := �
T
α(It)1.

(ii) Let us describe M(XI)sp explicitly. Its irreducible objects are ∆(I/T )
∗ ω�T

X ,
T ∈ Q(I). The object IT := ∆(I/T )

∗ j
(T )
∗ j(T )∗ω�T

X is an injective envelope of
∆(I/T )
∗ ω�T

X .2 Isomorphism (3.1.10.1) yields a natural identification Hom(IS , IT ) =
LieS/T . The composition of morphisms corresponds to (a tensor product) of com-
positions of Lie operations.

So let Q(I) be the k-category whose objects are elements ofQ(I) and morphisms
HomQ(I)(S, T ) = LieS/T ; the composition of morphisms is the tensor product of
compositions of Lie operations. We have defined a fully faithful embedding Q(I)→
M(XI)sp, T 7→ IT . A Q(I)-module is a k-linear functor Q(I)→ (finite-dimensional
vector spaces); Q(I)-modules form an abelian category V(I). There is an obvious
functor M(XI)sp → V(I)◦ which sends a D-module M to the Q(I)-module T 7→
Hom(M, IT ). This functor is an equivalence of categories.

3.1.11. Remarks. We assume that k = C.
(i) For any special DXI -module P one hasH lDRan(P ) = H lDRan(grWl P ); this

sheaf is isomorphic to a direct sum of constant sheaves supported on XS , |S| = −l.
Here DRan denotes the analytic de Rham complex (used in the Riemann-Hilbert
correspondence). If l = −1, then H lDRan(P ) is the constant sheaf on the diagonal
X ⊂ XI with fiber V ∗ where V := Hom(P,∆(I)

∗ ωX).
(ii) The filtration W· on j

(I)
∗ ωU(I) coincides with the weight filtration on the

mixed Hodge module j(I)∗ C(|I|)U(I) [|I|].
(iii) By 3.1.4, one has P chI (ωX) = Hom(j(I)∗ ωU(I) ,∆(I)

∗ ωX) ⊗ λI . So remark
(i) above implies that P chI (ωX)⊗ λI = H|I|−1(YI ,C) where YI is the configuration
space of I-tuples of different points on C = R2. Up to homotopy the YI ’s are the
spaces of the “small disc” operad. The composition law in the operad P ch(ωX)
coincides with the one on the homology operad of this topological operad. So 3.1.5
amounts to Cohen’s theorem [C].

3.1.12. For M ∈ M(X) we define the unit operation εM ∈ P ch2 ({ωX ,M},M)
as the composition j∗j∗ωX �M → (j∗j∗ωX �M)/ωX �M

∼−→ ∆∗M where the last
arrow comes from the canonical isomorphism ωX ⊗! M = M .

2Indeed, IT is injective by 3.1.8; it contains ∆
(I/T )
∗ ω�T

X and is indecomposable.



3.1. CHIRAL OPERATIONS 161

3.1.13. Lemma. (i) For Mi, N ∈M(X) there is a canonical isomorphism3

(3.1,13.1) P chI ({Mi}, N)I ∼−→ P ch
Ĩ

({ωX ,Mi}, N), (ϕi) 7→
∑
i∈I

ϕi(εMi
, idMi′ )i′ 6=i.

(ii) Chiral operations satisfy the Leibnitz rule with respect to the unit operations:
for ϕ ∈ P chI ({Mi}, N) one has εNϕ =

∑
i∈I

ϕ(εMi
, idMi′ )i′ 6=i ∈ P

ch
Ĩ

({ωX ,Mi}, N).

Proof. (i) Let ∆i : XI ↪→ X Ĩ be the ith diagonal section of the projection
X Ĩ → XI . The images of the ∆i’s are disjoint over U (I), so one has a short exact
sequence
(3.1.13.1)

0→ ωX � j
(I)
∗ j(I)∗(�Mi)→ j

(Ĩ)
∗ j(Ĩ)∗ωX � (�Mi)→ ⊕∆i

∗j
(I)
∗ j(I)∗ �Mi → 0.

Here we use the standard identifications j∗j∗ωX �Mi/ωX �Mi = ∆∗(ωX ⊗!Mi) =
∆∗Mi. Since Hom(ωX � j

(I)
∗ j(I)∗(�Mi),∆

(Ĩ)
∗ N) = 0, (3.2.4.1) yields a canonical

isomorphism P chI ({Mi}, N)I ∼−→ P ch
Ĩ

({ωX ,Mi}, N). One checks in a moment that
it coincides with the map in (3.1.13.1).

(ii) Let t be a local coordinate on X, t0, ti the corresponding local coordinates
on X Ĩ . For i ∈ I set νi := dto

t0−ti . For any m ∈ j(I)∗ j(I)∗�Mi one has εNϕ(νi ·m) =

∆i
·(ϕ(m)) = ϕ(εMi , idMi′ )i′ 6=i(νi · m) ∈ ∆(Ĩ)

∗ N and ϕ(εMi′′ , idMi′ )i′ 6=i′′ = 0 for
i′′ 6= i. Now use (i). �

3.1.14. Variants. (i) Let L be any Lie∗ algebra, Mi, N ∈ M(X,L). A
chiral operation ϕ ∈ P chI ({Mi}, N) is L-compatible if it satisfies the Leibnitz rule
with respect to the L-actions. Explicitly, we demand that the composition ·Nϕ ∈
Hom(L � j

(I)
∗ j(I)∗ � Mi,∆

(Ĩ)
∗ N) equals the sum of I operations ϕ(·Mi

, idMi′ )i′ 6=i,
i ∈ I.4 This amounts to the fact that ϕ satisfies the Leibnitz rule with respect to
the h(L)-action on our D-modules. We denote the set of such operations by P chLI ;
they define on M(X,L) a pseudo-tensor structure M(X,L)ch.

(ii) Let R` be a commutative DX -algebra and Mi, N are R`[DX ]-modules.
Consider the DXI -algebra R`�I . Then j(I)∗ j(I)∗�Mi and ∆(I)

∗ N are R`�I -modules
in the obvious way.5 We say that a chiral operation ϕ : j(I)∗ j(I)∗ �Mi → ∆(I)

∗ N is
R`-polylinear if it is a morphism of R`�I -modules.

R`-polylinear chiral operations are closed under composition, so they define a
pseudo-tensor structure on M(X,R`), which we denote by M(X,R`)ch.

According to 3.1.3, the functor M 7→ M ⊗ R` extends naturally to a pseudo-
tensor functor M(X)ch → M(X,R`)ch. More generally, for any morphism of com-
mutative DX -algebras R` → F ` the base change functor N 7→ N ⊗

R`
F ` extends

naturally to a pseudo-tensor functor M(X,R`)ch →M(X,F `)ch.
The above constructions make evident sense in the DG super setting.

3Here Ĩ := I t · (see 1.2.1).
4Here ·Mi

, ·N are the ∗ actions of L.
5The R`�I -module structure on ∆

(I)
∗ N comes from the R`⊗I -module structure on N (de-

fined by the product morphism of algebras R`⊗I → R`) and the fact that ∆
(I)
∗ sends R`⊗I =

∆(I)∗R`�I -modules to R`�I -modules (to define the module structure use (2.1.3.2) for i = ∆(I),

L = R`�I , M = N).
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Exercises. (i) Suppose L is a Lie∗ algebra which is a vector DX -bundle, so
L◦ is a Lie! coalgebra (see 2.5.7). Let C(L) be the Chevalley DG DX -algebra; for
an L-module M we have a DG C(L)-module C(L,M) (see 1.4.10). Show that the
functor C(L, ·) : M(X,L) → M(X,C(L)) extends naturally to a faithful pseudo-
tensor functor C(L, ·) : M(X,L)ch →M(X,C(L))ch.

(ii) Extend the above constructions to the setting of modules over a Lie∗ R-
algebroid (see 2.5.16).

3.1.15. The category MO(X) of quasi-coherent OX -modules carries a natural
M(X)ch-action (see 1.2.11). The vector space of operations P ch

Ĩ
({Mi, F}, G), where

F , G are (quasi-coherent) OX -modules and Mi, i ∈ I, are DX -modules, is defined
as P ch

Ĩ
({Mi, F}, G) := HomD�I

X �OX
(j(Ĩ)∗ j(Ĩ)∗((�Mi) � F ),∆(Ĩ)

∗ G). Here ∆(Ĩ)
∗ G :=

(∆(Ĩ)
· G) ⊗

O
XĨ

(D�I
X � OX). The composition of these operations with usual chiral

operations between D-modules and morphisms of O-modules (as needed in 1.2.11)
is clear.

Consider the induction functor MO(X) → M(X), F 7→ FD (see 2.1.8). One
has an obvious natural map P ch

Ĩ
({Mi, F}, G) ↪→ P ch

Ĩ
({Mi, FD}, GD). On the other

hand, if P,Q are D-modules, then there is an obvious map P ch
Ĩ

({Mi, P}, Q) ↪→
P ch
Ĩ

({Mi, PO}, QO), where PO, QO are P,Q considered as O-modules.
Therefore both induction and restriction functors MO(X) � M(X) are com-

patible with the M(X)ch-actions. Here the M(X)ch acts on M(X) in the standard
way; see 1.2.12(i).

3.1.16. The setting of Harish-Chandra modules. Let us mention briefly
that chiral operations are also defined for O-modules on any c-stack of c-rank 1
(see 2.9.10). We will not define it in full generality, but we will just consider the
case of the category of (g,K)-modules (see 2.9.7; we use notation from loc. cit.)
with dim g/k = 1. For I ∈ S define the diagonal divisor in GI/G as the union of
preimages of K by all maps GI/G→ G, (gi) 7→ gi1g

−1
i2

. Let F̃ (I) be the localization
of F (I) with respect to the equations of the diagonal divisor; this is a GI -equivariant
F (I)-module. Now for Mi, N ∈M(G) we set

(3.1.16.1) P chI ({Mi}, N) := Hom((⊗Mi)⊗ F̃ (I),∆(I)
∗ N)⊗ λI

where the morphisms are taken in the category of GI -equivariant F (I)-modules.
The composition of chiral operations is defined similarly to the D-module situation.
Theorem 3.1.5 remains valid in this context: one has P ch(k) = Lie. For a (g,K)-
structure Y on X (see 2.9.8) the corresponding functor M(g,K) → M(X), V 7→
V (Y ), extends naturally to a pseudo-tensor functor

(3.1.16.2) M(g,K)ch →M(X)ch.

Its definition is similar to the definition of the ∗ pseudo-tensor extension (see 2.9.8),
and we skip it.

For example, for g = k the category of g-modules = that of k[∂]-modules,
carries a natural chiral pseudo-tensor structure, and we have a natural pseudo-
tensor functor from it to M(A1) (see Exercise in 2.9.8). The functor (3.1.16.2) for
the Gelfand-Kazhdan structure is a pseudo-tensor equivalence between the chiral
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pseudo-tensor category of Aut k[[t]]-modules and that of universal D-modules on
curves (with chiral operations defined in the obvious way); see 2.9.9.

3.2. Relation to “classical” operations

In this section we explain why “classical” operations from 2.2 (or, more pre-
cisely, the corresponding c operations as defined in 1.4.27) can be considered as
“symbols”, or “classical limits”, of chiral operations. The key reason is Cohen’s
theorem (see 3.1.5).

3.2.1. The obvious morphism �Li → j
(I)
∗ j(I)

∗
� Li yields a map

(3.2.1.1) βI : P chI ({Li},M)→ P ∗I ({Li},M).

It is clear that the β’s are compatible with the composition of operations, so we
have a pseudo-tensor functor

(3.2.1.2) β: M(X)ch →M(X)∗

which extends the identity functor on M(X). It is compatible with the augmenta-
tions, so β is an augmented pseudo-tensor functor.

Remark. The above pseudo-tensor functor commutes the action of M(X)! on
M(X)ch and M(X)∗ (see 2.2.9 and 3.1.3).

3.2.2. Consider the tensor category M(X)! and the pseudo-tensor category
M(X)!⊗Lie (see 1.1.10). So M(X)!⊗Lie coincides with M(X) as a usual category,
and the corresponding operations are P !Lie

I ({Li},M) := Hom(⊗!Li,M) ⊗ LieI
where Lie is the Lie algebras operad.

There is a canonical faithful pseudo-tensor functor

(3.2.2.1) α: M(X)! ⊗ Lie→M(X)ch

which extends the identity functor on M(X). Namely, the map

(3.2.2.2) αI : Hom(⊗!Li,M)⊗ LieI ↪→ P chI ({Li},M)

sends φ⊗ ν ∈ Hom(⊗!Li,M)⊗LieI to a chiral operation equal to the composition

j
(I)
∗ j(I)∗(�Li) = (�L`i)⊗ j

(I)
∗ j(I)∗ω�I

X → (�L`i)⊗∆(I)
∗ ωX = ∆(I)

∗ (⊗!Li)→ ∆(I)
∗ M.

Here the first arrow is κ(ν) (see 3.1.5) tensored by the identity morphism of �L`i ,
the second one is ∆(I)

∗ (φ), and the equalities are standard canonical isomorphisms.
We leave it to the reader to check injectivity of αI (notice that the canonical map
j
(I)
∗ j(I)∗ω�I

X → ∆(I)
∗ ωX ⊗ Lie∗I coming from κ is surjective) and the compatibility

of the αI ’s with the composition of operations.

3.2.3. Remark. The composition βIαI : P !Lie
I → P ∗I vanishes for |I| ≥ 2.

The sequence 0 → P !Lie
2 → P ch2 → P ∗2 is exact. Notice that P !

2
∼−→ P !Lie

2 , φ 7→
φ⊗ [ ].

The above pseudo-tensor functors α, β are parts of the following general picture:
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3.2.4. Notice that j(I)∗ j(I)∗�Li = (j(I)∗ j(I)∗ω�I
X )⊗(�L`i). So the special filtra-

tion W· on j(I)∗ j(I)∗ω�I
X (see 3.1.6 and 3.1.7) yields a finite filtration on j(I)∗ j(I)∗�Li

which we denote also by W·. The canonical identifications grW−lj
(I)
∗ j(I)∗ω�I

X =
⊕

T∈Q(I,l)
∆(I/T )
∗ ω�T

X ⊗ Lie∗I/T of (3.1.10.1) yield the canonical surjections

(3.2.4.1) ⊕
T∈Q(I,l)

∆(I/T )
∗ ( �

t∈T
(

!
⊗
It

Li)⊗ Lie∗It
) � grW−lj

(I)
∗ j(I)∗ � Li

which are isomorphisms if the Li are OX -flat.
The above filtration yields a canonical filtration on k-modules of the chiral

operations:

(3.2.4.2) P chI ({Li},M)n := Hom(j(I)∗ j(I)∗ � Li/Wn−1−|I|j
(I)
∗ j(I)∗ � Li, ∆(I)

∗ M).

The morphisms (3.2.4.1) yield the canonical embeddings

(3.2.4.3) grnP chI ({Li},M) ↪→ ⊕
T∈Q(I,|I|−n)

P ∗T ({⊗!
It
Li},M)⊗ LieI/T

which are isomorphisms if the Li are projective DX -modules.

Notice that the maps α, β from 3.2.1 and 3.2.2 occur as “boundary” morphisms
of (3.2.4.3). Namely, the morphism (3.2.4.3) for n = |I| − 1 is always an isomor-
phism. Its inverse (composed with the embedding gr|I|−1P chI = P

ch |I|−1
I ↪→ P chI )

coincides with αI of (3.2.2.2). Simlarly, βI of (3.2.1.1) is the morphism (3.2.4.3) for
n = 0 composed with the projection P chI � P chI /P ch 1

I = gr0P chI .

3.2.5. The above filtration is compatible with the composition of chiral opera-
tions. Namely, for J � I and a J-family of DX -modules Kj the composition maps
the tensor product P chI ({Li},M)n ⊗ (⊗

I
P chJi

({Kj}, Li)mi) to P chJ ({Kj},M)n+Σmi .

Therefore we can define a new pseudo-tensor structure on M with operations
P cl := gr·P ch; this is the classical limit of the chiral structure. We can rewrite
(3.2.4.3) as a canonical embedding P clI ({Li},M) ↪→ P cI ({Li},M) (recall that c op-
erations were defined in 1.4.27 using the compound pseudo-tensor structure M∗!)
which is an isomorphism if the Li are projective DX -modules. It follows from the
definitions that this embedding is compatible with the composition of operations.
So we defined a canonical fully faithful embedding of pseudo-tensor categories

(3.2.5.1) M(X)cl ↪→M(X)c

which extends the identity functor on M.

3.2.6. The above constructions remain valid in the setting of (g,K)-modules
(see 3.1.16) and pseudo-tensor functors defined by (g,K)-structures are compatible
with them.

3.3. Chiral algebras and modules

In this section we define the basic objects to play with following the “Lie al-
gebra style” approach (see 0.8). We begin with non-unital chiral algebras which
are simply Lie algebras in the pseudo-tensor category M(X)ch. The standard func-
tors relating chiral operations with ! and ∗ operations provide the canonical Lie∗
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bracket on every chiral algebra and identify commutative DX -algebras with com-
mutative chiral algebras (see 3.3.1–3.3.2). Unital chiral algebras (or simply chiral
algebras) are considered in 3.3.3. We pass then to modules over chiral algebras and
operations between them in 3.3.4–3.3.5, define an induction functor from Lie∗ mod-
ules to chiral modules in 3.3.6 (for a more general procedure see 3.7.15), consider
various commutativity properties for chiral modules and their sections in 3.3.7–
3.3.8, identify modules over commutative DX -algebras with central modules over
the corresponding commutative chiral algebras in 3.3.9, consider families of chiral
algebras in 3.3.10, explain why coisson algebras are “classic limits” of chiral alge-
bras in 3.3.11, consider the filtered setting in 3.3.12, and homotopy chiral algebras
in 3.3.13. Chiral algebras in the setting of (g,K)-modules are mentioned in 3.3.14.

Chiral operations between modules over a chiral algebra (see 3.3.4) are closely
related to the notion of fusion product of A-modules (cf. [KL] and [HL1]); due to
the lack of our understanding, the latter subject will not be discussed in the book.

Below, we deal either with plain DX -modules or tacitly assume to be in the
DG super setting.

3.3.1. For a k-operad B a Bch algebra on X is a B algebra in the pseudo-tensor
category M(X)ch. The category B(M(X)ch) of Bch algebras will also be denoted
by Bch(X). The canonical pseudo-tensor functors α, β from 3.2 yield the functors
between the categories of B algebras

(3.3.1.1) B(M(X)! ⊗ Lie) αB

−−−−→Bch(X)
βB

−−−−→B∗(X).

Our prime objects of interest are Liech algebras. According to 1.1.10, one has
Lie(M(X)! ⊗ Lie) = Com!(X) := Com(M(X)!), so we can rewrite (3.3.1.1) as

(3.3.1.2) Com!(X) αLie

−−−−→Liech(X)
βLie

−−−−→Lie∗(X).

Note that βLie is a faithful functor, and αLie is a fully faithful embedding
(since α is a faithful pseudo-tensor functor).

3.3.2. For a Liech algebra A we denote by µ = µA ∈ P ch2 ({A,A}, A) the
commutator and by [ ] = [ ]A ∈ P ∗2 ({A,A}, A) the ∗ Lie bracket β(µ). We usually
call µ the chiral product.

Consider the sheaf of Lie algebras h(A) := h(βLie(A)) (see 2.5.3). It acts on
the D-module A (the adjoint action) by derivations of µA (see the end of 1.2.18).

A Liech algebra A is said to be commutative if [ ]A = 0. Denote by Liechcom(X) ⊂
Liech(X) the full subcategory of commutative Liech algebras. It follows from 3.2.3
that αLie(Com!(X)) = Liechcom(X); i.e., we have the equivalence of categories

(3.3.2.1) αLie: Com!(X) ∼−→ Liechcom(X).

3.3.3. Let A be a Liech algebra. A unit in A is a morphism of D-modules
1 = 1A: ωX → A (i.e., 1 is a horizontal section of A`) such that µA(1, idA) ∈
P ch2 ({ωX , A}, A) is the unit operation εA (see 3.1.12). A unit in A is unique if it
exists.

A Liech algebra with unit is called a unital Liech algebra or simply a chiral
algebra. We will also refer to Liech algebras as chiral algebras without unit, or
non-unital chiral algebras. Let CA(X) ⊂ Liech(X) be the subcategory of chiral
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algebras and morphisms preserving units; the category Liech(X) will also be de-
noted by CAnu(X). One has an obvious “adding of unit” functor6 CAnu(X) →
CA(X), B 7→ B+ := B ⊕ωX , left adjoint to the embedding CA(X) ↪→ CAnu(X).

In particular, we have the unit chiral algebra ω = ωX ; for a chiral algebra A
the structure morphism of chiral algebras 1A : ω → A is called the unit morphism.

An ideal I ⊂ A means Liech ideal; for an ideal I the quotient A/I is a chiral
algebra in the evident way.

Chiral algebras form a sheaf of categories CA(Xét) on the étale topology of X.

For a chiral algebra A we denote the corresponding Lie∗ algebra βLie(A) by
ALie, so ALie is A considered as a Lie∗ algebra with bracket [ ]A.

For a Lie∗ algebra L an L-action on A is a Lie∗ action of L on the D-module A
such that µA is L-compatible (see 3.1.14(i)).7 E.g., we have the adjoint ALie-action
on A.

Let CA(X)com ⊂ CA(X) be the full subcategory of commutative chiral algebras.
The above equivalence (3.3.2.1) identifies the corresponding subcategories of unital
algebras, so we have a canonical equivalence (see 2.3.1 for notation)

(3.3.3.1) ComuD(X) = Comu!(X) ∼−→ CA(X)com.

Every chiral algebra A admits the maximal commutative quotient (which is the
quotient of A modulo the ideal generated by the image of [ ]A).

Exercise. Suppose A is generated as a chiral algebra by a set of sections {ai}
that mutually commute (i.e., µA(ai � aj) = 0). Then A is commutative.

3.3.4. For a chiral algebra A an A-module (or chiral A-module) always means
a unital A-module, i.e., a Liech algebra A-module M such that µM (1A, idM ) ∈
P ch2 ({ωX ,M},M) is the unit operation εM (see 3.1.12); here µM ∈ P ch2 ({A,M},M)
is the A-action on M . We denote the category of A-modules by M(X,A).

Remark. Liech algebra A-modules are referred to as non-unital (chiral) A-
modules. They make sense for any non-unital chiral algebra A and coincide with
A+-modules.

By 1.2.18, M(X,A) carries an abelian augmented pseudo-tensor structure; we
denote it by M(X,A)ch. For Mi, N ∈ M(X,A) the corresponding vector space of
chiral A-operations is denoted by P chAI({Mi}, N) ⊂ P chI ({Mi}, N). The augmenta-
tion functor on M(X,A)ch is M 7→ hA(M) := h(M)h(A).

Exercise. A chiral operation ϕ ∈ P chI ({Mi}, N) belongs to P chAI({Mi}, N)
if and only if it satisfies the following condition: For every m ∈ �Mi, a ∈ A,
and i ∈ I there exists n = n(a,m, i) � 0 such that µN (idA, ϕ)(fa � m) =
ϕ(µMi

, {idMi′}i′ 6=i)(fa � m) for every function f on X × XI which vanishes of
order ≥ n at every diagonal x = xi′ , i′ 6= i, and may have poles at any other
diagonal.

Example. For the unit chiral algebra ω the forgetful functor M(X,ω) →
M(X) is an equivalence of augmented pseudo-tensor categories (see 3.1.13(ii)).

6The Jacobi identity for B+ follows from 3.1.13(ii).
7The unit is automatically fixed by any L-action (as well as any horizontal section of A`).
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Remarks. (i) If N is a left DX -module, M a chiral A-module, then N ⊗M is
a chiral A-module. The tensor category M`(X) acts on M(X,A)ch (see 1.1.6(v)).

(ii) A-modules localize in the obvious manner, so we have a sheaf of augmented
pseudo-tensor categories M(Xét, A)ch.

(iii) Let a : P ↪→ A be a sub-D-module which generates A as a chiral algebra.
Then for Mi, N as above an operation ϕ ∈ P chI ({Mi}, N) is a chiral A-operation if
and only if the operations µN (a, ϕ),

∑
i∈I

ϕ(idMj 6=i
, µMi

(a, idMi
)) ∈ P ch

Ĩ
({P,Mi}, N)

coincide.

3.3.5. Remarks. (i) An A-module structure on a D-module M amounts to a
structure of a chiral algebra on A⊕M such that A ↪→ A⊕M and A⊕M � A are
morphisms of chiral algebras and the restriction of the chiral product to M ×M
vanishes.

(ii) Due to 3.1.15 and 1.2.13, the notion of an A-module structure (= A-action)
makes sense not only for DX -modules, but also for OX -modules. The correspond-
ing category of unital A-modules is denoted by MO(X,A). The induction and
restriction yield adjoint faithful functors

(3.3.5.1) MO(X,A) � M(X,A).

Exercise. An object of M(X,A) is the same as an O-module M equipped
with an A-action and a right D-module structure such that the A-action on M ` is
horizontal.

3.3.6. Any A-module is automatically (via the functor β) an ALie-module.
The functor

(3.3.6.1) βA: M(X,A)→M(X,ALie)

extends to a pseudo-tensor functor βA = βchA : M(X,A)ch → M(X,ALie)ch. So for
any A-module M the Lie algebra h(A) acts canonically on M (considered as a plain
D-module), and chiral A-operations satisfy the Leibnitz rule with respect to this
action.

Proposition. The functor βA admits a left adjoint IndA : M(X,ALie) →
M(X,A) which extends to a left pseudo-tensor adjoint IndA =IndchA of βchA .

Proof. An explicit construction of IndAN for an ALie-module N takes 2 steps:
(a) First we construct a triple (I, α, µ) where I is an ALie-module, α : N → I

a morphism of ALie-modules, and µ ∈ P ch2 ({A, I}, I) a chiral pairing compatible
with ALie-actions such that the corresponding ∗ pairing equals the ALie-action on
I. Our (I, α, µ) is a universal triple with these properties.

Notice that [Ators, N tors], where Ators ⊂ A, N tors ⊂ N are the OX -torsion
submodules, is an ALie-submodule of N . Denote by Nv the quotient module. The
ALie-action map A�Nv → ∆∗N

v kills all sections supported at the diagonal, so the
push-forward of the exact sequence A�Nv → j∗j

∗(A�Nv)→ ∆∗A⊗Nv → 0 by
the above action map is well defined. Let I(N) be its pull-back to the diagonal; it is
an extension of A⊗Nv by Nv. By construction, one has a morphism α : N → I(N)
and a chiral operation µ ∈ P ch2 ({A,N}, I(N)). It is easy to see that I(N) admits a
unique structure of the ALie-module such that i and µ are compatible with ALie-
actions. The ∗ operation that corresponds to µ is α composed with the ALie-action
map.
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Iterating this construction, we get a sequence of morphisms In(N)→ In+1(N)
of ALie-modules, I0(N) = N . Our I is its inductive limit. The above α and µ
define α : N → I(N) and µ ∈ P ch2 ({A, I(N)}, I(N)). This (I, α, µ) is the promised
universal triple.

(b) The operation µ usually does not satisfy the properties of an A-action.
However I admits a maximal quotient on which µ defines a structure of the unital
A-module. This is IndAN .

We leave it to the reader to check the adjunction property: for every Ni ∈
M(X,ALie), M ∈M(X,A) the maps P chAI({IndANi},M)→ P chALieI({Ni},M), φ 7→
φ({iNi

}), are isomorphisms. �

Remark. For any A-module M and its ALie-submodule N the image I of the
chiral operation (µM )|N ∈ P ch2 ({A,N},M) is an A-submodule of M ; in particular,
in the notation of the lemma above, IndAN is a quotient of I(N) already. This can
be seen from the following trick. Let F1 ⊂ F2 ⊂ j(3)∗ j(3)∗OX3 be the subalgebras of
functions having poles at the diagonals x1 = x2 and x1 = x2, x2 = x3, respectively.
Since every function on the diagonal x2 = x3 with pole at x1 = x2 is a restriction
of some function from F1, we see that the image of (µM )|I ∈ P ch2 ({A, I},M), i.e.,
the image of µM (idA, (µM )|N ) ∈ P ch3 ({A,A,N},M), coincides already with the
µM (idA, µM )-image of the F2-submodule generated by A�A�N in j(3)∗ j(3)

∗
(A�

A�N). By the Jacobi identity and the condition on N , the latter image equals I.

3.3.7. Let M be an A-module and m ∈ Γ(X,M) a section.
We say that a ∈ A kills m if µM (fa � m) ∈ ∆∗M vanishes for every f ∈

j∗j
∗OX×X . Such a form a subsheaf Ann(m) ⊂ A called the annihilator of m.
The centralizer Cent(m) of m consists of sections a ∈ A that commute with

m, i.e., µM (a � m) = 0. This is a chiral subalgebra of A. We say that m is an
A-central section of M if Cent(m) = A.

Both Ann(m) and Cent(m) have étale local nature.

Exercises. (i) If the D-submodule of M generated by m is lisse, then m is
A-central (see 2.2.4(ii)). In particular, every horizontal section of M is A-central.

(ii) The map ϕ 7→ ϕ(1) identifies HomM(X,A)(A,M) with the vector space of
all horizontal sections of M `.8

(iii) The maximal constant DX -submodule of A (see 2.1.12) is a commutative
chiral subalgebra of A which centralizes every A-module.

(iv) If Ann(m) is a quasi-coherent OX -module, then it is automatically an ideal
in A.9 The quasi-coherence always holds if M is OX -flat (since the flatness implies

8Let m be a horizontal section of M`. By (i), µM (·, m) vanishes on A � ωX , so it yields a

morphism of D-modules ϕm : A → M . The Jacobi identity (restricted to sections of j
(3)
∗ j(3)∗A �

A � M which have no pole at the diagonal x1 = x3) shows that ϕm is a morphism of A-modules.
One checks immediately that m 7→ ϕm is the inverse map to that of (ii).

9Sketch of a proof (cf. Remark in 3.3.6). Fix some n ≥ 0. Notice that every function on
the diagonal x1 = x2 in X ×X ×X with possible pole at the diagonal X is the restriction of a
function on X×X×X with possible pole at x2 = x3 and zero of order ≥ n at x1 = x3. Now take
any a ∈ A and b ∈ Ann(m). We want to show that the µA-image P of j∗OU · a � b ⊂ j∗j∗A � A

lies in Ann(m). The above remark implies that the D-module generated by µA(j∗OU · P � m)
coincides with the D-module generated by the µM (µA, idM )-images of all elements f · a � b � m

where the function f can have arbitrary poles at the diagonals x1 = x2 and x2 = x3 and zero of
order ≥ n at x1 = x3. Choose n such that µM (a � m) ∈ ∆∗M is killed by the nth power of the
equation of the diagonal, and apply the Jacobi identity.



3.3. CHIRAL ALGEBRAS AND MODULES 169

that a section of A belongs to Ann(m) iff its restriction to some Zariski open is). If
m 6= 0 vanishes on a Zariski open subset, then Ann(m) is not OX -quasi-coherent.

The annihilator Ann(M) = Ann(A,M) of M is the subsheaf of A whose sec-
tions over an affine open U are those a that kill every section m of M over U .
Similarly, the centralizer Cent(M) = Cent(A,M) of M is the subsheaf of A whose
sections over U as above are those a that commute with every m. Both these sub-
sheaves are OX -submodules of A. If we know that Ann(M) (resp. Cent(M)) is a
quasi-coherent OX -module, then it is an ideal (resp. a chiral subalgebra) in A. This
always happens if M is OX -flat.

Exercise. If {mα} are A-generators of M , then Ann(M) =
⋂

Ann(mα).

We say that M is central (or the A-action on M is central) if Cent(M) = A,
or, equivalently, if every m ∈M is A-central.

The centralizer of A (considered as an A-module) is called the center of A;
we denote it by Z(A). If Z(A) is OX -quasi-coherent (see above), then this is a
commutative subalgebra of A.

We denote by M(X,A)chcent ⊂M(X,A)ch the full pseudo-tensor subcategory of
central modules. The subcategory M(X,A)cent ⊂ M(X,A) is closed under direct
sums and subquotients. Any A-module M has maximal central sub- and quotient
modules which we denote, respectively, by M cent and Mcent. Notice that Mcent is
the quotient of M modulo the A-submodule generated by the image of the ∗ action
of ALie on M . So the functor M 7→Mcent is compatible with the étale localization.

Every chiral algebraA admits the maximal commutative quotient algberaAcom.
As an A-module it equals the maximal central A-module quotient of A.

3.3.8. Lemma. The obvious functor M(X,Acom)chcent → M(X,A)chcent is an
equivalence of pseudo-tensor categories.

Proof. Let us prove that the action of A on any central A-module M factors
through Acom. Let a, a′ ∈ A and m ∈ M be any sections, and f(x1, x2, x3) any
function on X×X×X which may have poles at the diagonal x1 = x3 and is regular
elsewhere. We want to show that the operation µM (µA, idM ) ∈ P ch3 ({A,A,M},M)
vanishes on f · a1 � a2 �m, which is clear by the Jacobi identity. �

3.3.9. Let R be a commutative chiral algebra, so R` is a commutative DX -
algebra. The functor α identifies R`-actions on a DX -module M with central chiral
R-actions. One gets a canonical equivalence of categories

(3.3.9.1) M(X,R`) ∼−→M(X,R)cent.

We leave it to the reader to check that a chiral operation ϕ between R`[DX ]-
modules is R`-polylinear (see 3.1.14(ii)) if and only if it satisfies the Leibnitz rule
with respect to the chiral actions of R on these modules. So we have a canonical
equivalence of pseudo-tensor categories

(3.3.9.2) M(X,R`)ch ∼−→M(X,R)chcent.

Remark. The pseudo-tensor category M(X,R`)ch, and hence the category of
non-unital chiral R-algebras, makes sense for a non-unital commutative DX -algebra
R` (use 3.1.3).
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3.3.10. Everything said in this section remains valid if we replace M(X)ch

by M(X,R`)ch. We leave it to the reader to check that (3.3.9.2) identifies chiral
algebras in M(X,R`) with pairs (A, i) where A is a chiral algebra on X and i : R→
A is a morphism of chiral algebras such that A is a central R-module; we call such
a pair (A, i) a chiral R-algebra. Denote the corresponding category by CA(X,R`).
An A-module in M(X,R`)ch is the same as an A-module M such that the R-action
on M (via the structure morphism i) is central; such objects are called R-central
A-modules or A-modules on SpecR`.

Example. Let A be a chiral algebra and L a Lie∗ algebra that acts on A (see
3.3.3). Suppose that L is a vector DX -bundle, so we have the Chevalley topological
DG DX -algebra C(L) = lim←−C(L)/C≥i(L) (see 1.4.10). Then, by Exercise (i) in 3.1.
14, C(L,A) is a topological DG chiral C(L)-algebra. It is a C(L)-deformation of
A = C(L,A)/C≥1(L,A). If A is commutative, then C(L,A) is commutative, and
the above construction coincides with the one from 1.4.10.

Recall that R`[DX ]-modules have the local nature with respect to the étale
topology of SpecR` (see 2.3.5). R`-polylinear chiral operations also have the local
nature. So for every algebraic DX -space Y we have the pseudo-tensor category
M(Y)ch of OY[DX ]-modules (see 2.3.5), the category CA(Y) of chiral OY-algebras
on Y, and for A ∈ CA(Y) the pseudo-tensor category M(Y,A)ch of A-modules on
Y, as well as the corresponding sheaves of categories on Yét.

For example, if Y is constant, i.e., Y = X × Y with a “trivial” connection, then
OY[DX ]-modules are the same as Y -families of D-modules on X. A chiral algebra
A on Y is the same as Y -families of chiral algebras on X. We also call A a chiral
OY -algebra on X.

By 3.1.14(ii), the above objects behave naturally with respect to morphisms of
Y’s or R`’s: for any morphism of commutative DX -algebras R` → F ` we have a
base change functor CA(X,R`)→ CA(X,F `), A 7→ A ⊗

R`
F `, etc.

3.3.11. Let us explain why coisson algebras are “classical limits” of chiral
algebras.

Let At be a one-parameter flat family of chiral algebras; i.e., At is a chiral
k[t]-algebra which is flat as a k[t]-module (see 3.3.10). Assume that A := At=0 :=
At/tAt is a commutative chiral algebra. This means that the ∗ bracket [ ]t on At is
divisible by h. Thus { }t := t−1[ ]t is a Lie∗ bracket on At; the corresponding Lie∗

algebra acts on the chiral algebra At (see 3.3.3) by the adjoint action. Reducing
this picture modulo t, we see (as in 3.3.3) that A` is a commutative DX -algebra,
and { } := { }t=0 a coisson bracket on it.

One calls At the quantization of the coisson algebra (A`, { }) with respect to
the parameter t.

Remark. The above construction is also a direct consequence of 3.2.5 and
1.4.28. Notice the difference between the usual quantization picture and the chiral
quantization. The former exploits the fact that the operad Ass is a deformation
of the operad Pois (see 1.1.8(ii)), while the tensor structure on the category of
vector spaces remains fixed. The latter deals with the fixed operad Lie, and the
pseudo-tensor structure on M(X) is being deformed as in 3.2.

As in the usual Poisson setting, one can consider quantizations mod tn+1, n ≥ 0,
of a given coisson algebra (A, { }). Namely, these are triples (A(n), { }(n), α) where
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A(n) is a chiral k[t]/tn+1-algebra flat as a k[t]/tn+1-module, { }(n) a k[t]/tn+1-
bilinear Lie∗ bracket on A(n) such that t{ } equals the Lie∗ bracket for the chiral
algebra structure, and α : A(n)/tA(n) ∼−→ A an isomorphism of chiral algebras which
sends { }(n)mod t to { }.

Quantizations mod tn+1 form a groupoid. For n ≥ 1 the reduction mod tn of
a quantization mod tn+1 is a quantization mod tn. A compatible sequence of such
quantizations A(n), A(n)/tn−1A(n) = A(n−1), is a formal quantization of (A, { }).

3.3.12. Let A be a not necessarily unital chiral algebra. A filtration on A is
an increasing sequence of D-submodules A0 ⊂ A1 ⊂ · · · ⊂ A such that

⋃
Ai = A

and µ(j∗j∗Ai �Aj) ⊂ ∆∗Ai+j . Then grA is a Liech algebra in the obvious way.
If A is unital, then, unless it is stated explicitly otherwise, we assume that our

filtration is unital; i.e., 1A ∈ A0. Then gr·A is a chiral algebra. The filtration
is commutative if gr·A is a commutative chiral algebra. Then gr·A` is a coisson
algebra: the coisson bracket { } ∈ P ∗2 ({griA, grjA}, Ai+j−1) comes from the Lie∗

bracket on A.
Consider the Rees algebra At := ⊕Ai. This is a chiral k[t]-algebra10 which is

k[t]-flat. One has At=1 = A, At=0 = grA. If our filtration is commutative, then
we are in the situation of 3.3.11, and the above coisson bracket equals the one from
3.3.11.

3.3.13. We denote by HoCA(X) the homotopy category of chiral algebras,
defined as the localization of the category of DG super chiral algebras with respect
to quasi-isomorphisms.11 One can consider the non-unital setting as well. We will
not exploit HoCA(X) to any length.

Notice that the category of DG chiral algebras is not a closed model category
(e.g., since the coproduct of chiral algebras usually does not exist).

The next remarks show the level of our understanding of HoCA(X):

Remarks. (i) For any homotopy Lie operad Liẽ (i.e., a DG operad equipped
with a quasi-isomorphism Liẽ → Lie) one has the corresponding category of Liẽ
algebras in M(X)ch. We do not know if the corresponding homotopy category is
equivalent to the homotopy category of (non-unital) chiral algebras. In particular,
we do not know if chiral DG algebras satisfy the “homotopy descent” property. If
the answer is negative, then, probably, the right homotopy theory should be based
on different objects.

(ii) A morphism of DG chiral algebras φ : A → B yields an evident exact DG
functor between the DG categories of chiral DG modules M(X,B) → M(X,A).
Suppose that φ is a quasi-isomorphism. We do not know if the corresponding
functor of the derived categories DM(X,B) → DM(X,A) is an equivalence of
categories.

3.3.14. The above definitions have immediate counterparts in the setting of
(g,K)-modules (see 3.1.16). The functors (3.1.16.2) transform chiral algebras to
chiral algebras. In particular, a chiral algebra in the category of Aut k[[t]]-modules

10The chiral product on At is compatible with the grading and comes from the chiral product
on A; multiplication by t is the sum of embeddings Ai ↪→ Ai+1.

11To see that HoCA(X) is well defined (no set-theoretic difficulties occur), one shows that
any diagram representing a morphism A → B in HoCA(X) can be replaced by a subdiagram all

of whose terms (but the last one, B) have cardinality less than or equal to that of A.
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amounts to a universal chiral algebra, i.e., a chiral algebra in the category of uni-
versal D-modules on curves; see 2.9.9.

3.4. Factorization

In this section we give another definition of chiral algebras in terms of O-
modules on the space R(X) of finite non-empty subsets of X which satisfy a certain
factorization property for the disjoint union of subsets.

Ran’s space R(X) was, in fact, introduced by Borsuk and Ulam [BU]; Ziv Ran
[R1], [R2] was, probably, first to consider it in algebraic geometry. Remarkably
enough, it is contractible. This result (in fact, a stronger one) is due to Curtis
and Nhu (see Lemmas 3.3 and 3.6 from [CN]); simple-connectedness of R(X)3 was
established by Bott [Bo] who showed that R(S1)3 = S3. We give a simple algebraic
proof in 3.4.1(iv); a similar proof was found indepently by Jacob Mostovoy.

We begin in 3.4.1 with a review of the basic topological properties of R(X).
In 3.4.2–3.4.3 we play with O- and D-modules on R(X). Notice that R(X) is not
an algebraic variety but merely an ind-scheme in a broad sense, which brings some
(essentially notational) complications. Factorization algebras are defined in 3.4.4;
equivalent definitions are considered in 3.4.5 and 3.4.6. In 3.4.7 we show that,
in fact, every factorization algebra is a D-module in a canonical way. We define a
functor from the category of factorization algebras to that of chiral algebras in 3.4.8.
The theorem in 3.4.9 says that it is an equivalence of categories. In the course of
the proof (see 3.4.10–3.4.12) some constructions that will be used later in Chapter
4 are introduced. First we realize M(X)ch as a full pseudo-tensor subcategory in
a certain abelian tensor category (of a non-local nature) and the same for M(X)∗

(see 3.4.10). This permits us to define the Chevalley-Cousin complex of a chiral
algebra; the theorem in 3.4.9 amounts to its acyclicity property (see 3.4.12). Having
at hand the identification of chiral and factorization algebras, we consider “free”
chiral algebras in 3.4.14 (in the setting of vertex algebras this construction was
studied in [Ro]), define the tensor product of chiral algebras in 3.4.15, play with
chiral Hopf algebras in 3.4.16, explain in 3.4.17 what are twists of chiral algebras,
describe chiral modules and chiral operations between them in factorization terms
(see 3.4.18–3.4.19), and give a “multijet” geometric construction of the factorization
algebra that corresponds to a commutative chiral algebra (see 3.4.22).

3.4.1. A topological digression. This subsection plays an important yet
purely motivational role.

Let X be a topological space. Its exponential Exp(X) is the set of all its finite
subsets; for S ⊂ X the corresponding point of Exp(X) is denoted by [S]. For any
finite index set I we have an obvious map rI : XI → Exp(X). We equip Exp(X)
with the strongest topology such that all maps rI are continuous.12 Thus Exp(X)
is the disjoint union of the base point [∅] and the subspace R(X) called Ran’s space
associated to X.

For [S] ∈ R(X) let R(X)[S] ⊂ R(X) be the subspace whose points are finite
subsets of X that contain S. If X is connected, then so are R(X) and R(X)[S].

Here are some properties of Exp and R:

12Therefore two points [S], [S′] ∈ Exp(X) are close iff S lies in a small neighborhood of S′

and vice versa.
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(i) The subspaces Exp(X)n that consists of [S] with |S| ≤ n form an increasing
filtration on Exp(X); the projection rn : Xn → Exp(X)n is an open map. The same
is true for Exp replaced by R. One has R(X)0 = ∅, R(X)1 = X, R(X)2 = Sym2X.
For any n the stratum R(X)on := R(X)n r R(X)n−1 is equal to the complement to
the diagonals in SymnX; this is the space of configurations of n points in X.

(ii) For any surjection J � I we have the corresponding diagonal embedding
∆(J/I) : XI → XJ . One has rJ∆(J/I) = rI , and Exp(X) is the inductive limit of
the topological spaces XI with respect to all diagonal embeddings. The same is
true for R(X) (add the condition I 6= ∅).

(iii) Exp(X) is a commutative monoid with respect to the operation [S]◦ [S′] :=
[S ∪ S′]; the unit element is [∅]. The map Exp(X1) × Exp(X2) → Exp(X1 t X2),
([S1], [S2]) 7→ [S1] ◦ [S2] = [S1 t S2], is a homeomorphism.

It is clear that R(X) is a subsemigroup of Exp(X), as well as each subspace
R(X)[S], [S] ∈ R(X). Notice that [S] is a unit element in [R(X)[S].

(iv) Proposition. Suppose that X is linearly connected. Then all the homo-
topy groups of R(X) and R(X)[S] vanish. So if X is a CW complex, then R(X)
and R(X)[S] are contractible.

Proof. Since R(X) and R(X)[S] are linearly connected, the proposition follows
from (iii) above and the next lemma:

Lemma. Let R be a linearly connected topological space which admits an asso-
ciative and commutative product ◦ : R × R → R such that for any v ∈ R one has
v ◦ v = v. Then all the homotopy groups of R vanish.

Proof of Lemma. Suppose for a moment that ◦ has a neutral element e ∈ R

(which happens if R = R(X)[S]). Then R is an H-space. The space of all continuous
maps γ : (Si, ·)→ (R, e) carries a natural product ◦ coming from the product on R.
Passing to the homotopy classes of the γ’s, we get a product on πi(R, e). It is well
known that this product coincides with the usual product on the homotopy group.
Since for any γ one has γ ◦ γ = γ, we see that πi(R, e) is trivial; q.e.d.

If we do not assume the existence of a neutral element, the above argument
should be modified as follows. Below we write the usual group law on the homotopy
groups πi, i ≥ 1, multiplicatively.

Let v ∈ R be any base point. Consider the maps

(3.4.1.1) R
δ−→ R× R

◦−→ R

where δ is the diagonal embedding; one has ◦δ = idR. For γ ∈ πi(R(X), v) one has
δ(γ) = i1(γ) · i2(γ) ∈ πi(R×R, (v, v)) where i1, i2 : R ↪→ R×R are the embeddings
r 7→ (r, v), (v, r). Therefore γ = ◦δ(γ) = (v ◦ γ)2. We see that γ = 1 if v ◦ γ = 1.
Notice that v ◦ v ◦ γ = v ◦ γ, so, replacing γ in the previous formula by v ◦ γ, we
get v ◦ γ = (v ◦ γ)2. Thus v ◦ γ = 1, so γ = 1, and we are done. �

(v) A factorization algebra is a sheaf B of vector spaces on Exp(X) together
with natural identifications B[S1] ⊗ B[S2]

∼−→ B[S1]◦[S2] defined for disjoint S1, S2,
which are associative and commutative in the obvious manner. Denote by BX the
restriction of B to X ⊂ Exp(X). The restriction of B to Exp(X)oi equals to the
restriction of Symi(BX) to SymiXr(diagonals). A morphism between factorization
algebras is completely determined by its restriction to the BX ’s, so one can consider
B as a sheaf BX on X equipped with a certain factorization structure. It has the
X-local nature, so one can speak of factorization algebras on X.
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3.4.2. O-modules and left D-modules on R(X). We want to play with
factorization algebras in the algebro-geometric setting of quasi-coherent sheaves.
From now on X is our curve. Notice that the R(X)i are not algebraic varieties for
i ≥ 3:

Exercise. Let f be a germ of a holomorphic function on R(X)3 at a point
x ∈ X = R(X)1 ⊂ R(X)3; i.e., f is a germ of a holomorphic function on X3 at
(x, x, x) which is symmetric and satisfies the relation f(y, z, z) = f(y, y, z). Then
the restriction of f to X is constant.

Nevertheless, we will consider O- and D-modules on R(X); they will be intro-
duced directly using 3.4.1(ii).

An O-module on R(X), or an OR(X)-module, is a rule F that assigns to every
finite non-empty I a quasi-coherent OXI -module FXI and to every π : J � I an
identification

(3.4.2.1) ν(π) = ν
(π)
F = ν(J/I) : ∆(π)∗FXJ

∼−→ FXI

compatible with the composition of the π’s. We demand that the FXI have no
non-zero local sections supported at the diagonal divisor.

OR(X)-modules form a k-category MO(R(X)). This category is exact in the
sense of [Q3].13 It is also a tensor k-category in the obvious way. The unit object
is OR(X) (:= the O-module with components OXI ).

Replacing O-modules in the above definition by left D-modules, we get the
notion of the left D-module on R(X). These objects form an exact tensor k-category
M`(R(X)) with unit object OR(X).

3.4.3. Let F be an OR(X)-module. Fix some J ∈ S; let ` : V ↪→ XJ be the
complement to the diagonal strata of codimension ≥ 2.

Lemma. (i) The OXJ -module FXJ is flat along every diagonal XI ↪→ XJ ; i.e.,
Tori(FXJ ,OXI ) = 0 for i > 0.

(ii) The morphism FXJ → `∗`
∗FXJ is an isomorphism.14

Proof. (i) Our statement amounts to the claim that for every π : J � I the pro-
jection L∆(π)∗FXJ → ∆(π)∗FXJ is an isomorphism. Let ν̃(π) : L∆(π)∗FXJ → FXI

be its composition with the structure isomorphism ν(π). Our ν̃(π)’s are compatible
with the composition of the π’s, so (since every diagonal embedding is a composi-
tion of diagonal embeddings of codimension 1) it suffices to treat the codimension
1 case. Here our statement amounts to the property that FXJ has no sections
supported on XI , and we are done.

(ii) We know that our map is injective. For every diagonal XI ⊂ XJ of codi-
mension ≥ 2 one has Ext1(OXI , FXJ ) = 0 by (i) (indeed, Extj(OXI , FXJ ) is locally
isomorphic to Tor|J|−|I|−j(OXI , FXJ )15). This implies the surjectivity of our map.
Namely, take the smallest m such that C := Coker(FXJ → `∗`

∗FXJ ) vanishes out-
side of diagonals of dimension ≤ m. Then for a diagonal XI ⊂ XJ of dimension m
our C is non-zero on XIr (diagonals); hence Hom(OXI , C) 6= 0. The latter sheaf
equals Ext1(OXI , FXJ ), and we are done. �

13A short sequence is exact if and only if all the corresponding sequences of OXn -modules

are exact. Probably, MO(R(X)) is not an abelian category.
14Here `∗ is the naive sheaf-theoretic direct image (no higher derived functors are considered).
15Compute them using a Koszul resolution of OXI .
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Exercise. F is flat (as an object of the exact tensor category MO(R(X))) if
and only if every FXI is a flat OXI -module.

We say that a complex of OR(X)-modules is homotopically flat if each of the
complexes of OXI -modules is homotopically OXI -flat (see 2.1.1).

3.4.4. Factorization algebras. For π : J � I let j[J/I] : U [J/I] ↪→ XJ be
the complement to all the diagonals that are transversal to ∆(J/I) : XI ↪→ XJ .
Therefore one has U [J/I] = {(xj) ∈ XJ : xj1 6= xj2 if π(j1) 6= π(j2)}.

Let B be an O-module on R(X). A factorization structure on B is a rule that
assigns to every J � I an isomorphism of OU [J/I] -modules

(3.4.4.1) c[J/I] : j[J/I]∗(�
I
BXJi )

∼−→ j[J/I]∗BXJ .

We demand that the c’s are mutually compatible: for K � J the isomorphism
c[K/J] coincides with the composition c[K/I](�c[Ki/Ji]). And c should be compatible
with ν: for every J � J ′ � I one has ν(J/J′)∆(J/J′)∗(c[J/I]) = c[J′/I](�ν(Ji/J

′
i)).

Notice that c[J/J] identifies j(J)∗BXJ with j(J)∗B�J
X , so we have a canonical

embedding

(3.4.4.2) BXJ ↪→ j
(J)
∗ j(J)∗B�J

X .

O-modules on R(X) equipped with the factorization structure form a tensor
category in the obvious manner. This category is not additive.

As follows from (3.4.4.2), the functor B 7→ BX is faithful. Therefore we can
consider an O-module B on R(X) equipped with a factorization structure as an O-
moduleBX onX equipped with a certain structure which we also call a factorization
structure. Notice that the factorization structure has the X-local nature, so O-
modules with the factorization structure form a sheaf of tensor categories on the
étale topology of X.

In the above discussion one may replace O-modules everywhere by left D-
modules. It also renders to the super or DG super setting in the obvious way.

Remarks. (i) If an OR(X)-moduleB admits a factorization structure, thenB is
flat if (and only if) BX is a flat OX -module.16 Similarly, if we play with complexes
of O-modules, then B is homotopically flat if (and only if) BX is homotopically
OX -flat.

(ii) Let ϕ : B → B′ be a morphism of DG OR(X)-modules equipped with a
factorization structure such that ϕX : BX → B′

X is a quasi-isomorphism. Then
every ϕXI : BXI → B′

XI is a quasi-isomorphism.

Definition. Let B be an O-module equipped with a factorization structure.
We say that the factorization structure is unital or B is a factorization algebra if
there exists a global section 1 = 1B of BX such that for every f ∈ BX one has
1 � f ∈ BX2 ⊂ j∗j∗B�2

X and ∆∗(1 � f) = f .

Notice that such a section 1 is uniquely defined; it is called the unit of B.

16Assume that BX is flat. We want to show that every BXn is flat. It amounts to the

vanishing of Tor>0(BXn , K) where Spec K is the generic point of any irreducible subscheme of

Xn. Using induction by n and 3.4.3(i) we can assume that Spec K ⊂ U(n). Now BU(n) is flat by

factorization, and we are done.
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Factorization algebras form a tensor category (we demand that the morphisms
preserve units) denoted by FA(X). They are objects of the X-local nature, so we
have a sheaf of categories FA(Xét) on the étale topology of X.

The unit object of our tensor category is the “trivial” factorization algebra
O. For any B ∈ FA(X) there is a unique morphism O → B. Therefore for a
collection Bα of factorization algebras and B := ⊗Bα one has canonical morphisms
να : Bα → B (defined as tensor product of idBα and the canonical morphisms
O→ Bα′ , α′ 6= α).

Remark. In the category FA(X) infinite tensor products are well defined.17

Namely, if Bα is any collection of factorization algebras then ⊗Bα is the inductive
limit of ⊗

α∈S
Bα where S runs the set of finite subsets of indices α. Here for S ⊂ S′

the corresponding arrow ⊗
α∈S

Bα → ⊗
α∈S′

Bα is ⊗bα 7→ (⊗bα)⊗ ( ⊗
α′∈S′rS

1′α).

3.4.5. Factorization algebras can be viewed from a slightly different perspec-
tive. Consider the category Ŝ of all finite sets and arbitrary maps. For any
morphism π : J → I in Ŝ we have the corresponding map ∆(π) : XI → XJ ,
(xi) 7→ (xπ(j)). We also have the open subset j[π] : U [π] := {(xj) ∈ XJ : xj1 6=
xj2 if π(j1) 6= π(j2)} ↪→ XJ . We write ∆(J/I) := ∆(π), etc.

Suppose we have a rule B which assigns to every I ∈ Ŝ a quasi-coherent OXI -
module BXI , and to every π : J → I a morphism of OXI -modules

(3.4.5.1) ν(π) : ∆(π)∗BXJ → BXI

and an isomorphism of OU [π] -modules

(3.4.5.2) c[π] : j[π]∗(�
I
BXJi )

∼−→ j[π]∗BXJ .

We demand that our datum satisfies the following properties:
(a) ν(π) are compatible with the composition of π’s;
(b) for π surjective ν(π) is an isomorphism;
(c) for K → J → I one has c[K/J] = c[K/I](�c[Ki/Ji])|U [K/J] ;
(d) for J → J ′ → I one has ν(J/J ′)∆(J/J′)∗(c[J/I]) = c[J′/I](�ν(Ji/J

′
i));

(e) the BXI have no non-zero local sections supported at the diagonal divisor;
(f) the vector space BX∅ is non-zero.
Notice that c yields an isomorphism of the vector spaces BX∅ ⊗BX∅

∼−→ BX∅ .
This map is a commutative and associative product on BX∅ . This implies that
dimBX∅ = 1,18 so one has a canonical identification of algebras BX∅ = k.

Lemma. The above objects are the same as factorization algebras.

Proof. Any B as above is automatically an O-module on R(X) equipped with
a factorization structure. The section 1B of BX is the image of 1 by the morphism
ν : BX∅ ⊗ OX → BX .

Conversely, suppose we have a factorization algebra B. We set BX∅ = k and
recover the ν(π) as the unique system of morphisms compatible with the composition
of the π’s such that for π surjective ν(π) is the structure isomorphism from 3.4.2, and

17Just as in the usual category of unital associative algebras.
18Proof. Since the product map for BX∅ is injective and is commutative, we see that for any

a, b ∈ BX∅ one has a⊗ b = b⊗ a ∈ B⊗2

X∅ , and we are done by (e).
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for π injective our ν(π) : ∆(π)∗BXJ = BXJ �OXIrJ → BXI is b�f 7→ c(b�f1�IrJ).
Here c is the factorization isomorphism (3.4.4.1); to see that the latter section
belongs to BXI (see (3.4.4.2)), use (ii) of the lemma in 3.4.3 and the definition of
the unit in B (see 3.4.4).

The two constructions are clearly mutually inverse. �

3.4.6. Here is still another description of the factorization algebras.
Let Z be a test affine scheme. Recall that an effective Cartier divisor inX×Z/Z

proper over Z is the same as a subscheme S ⊂ X × Z which is finite and flat over
Z (see [KM] 1.2.3). Denote by C(X)Z the set of equivalence classes of such an S
where S′ is said to be equivalent to S if S′red = Sred. This is an ordered set (where
S′ ≤ S iff S′red ⊂ Sred), so we can consider it as a category. Our C(X)Z form a
category C(X) fibered over the category of affine schemes.

Consider a pair (B, c) where:
(i) B is a morphism from the fibered category C(X) to that of quasi-coherent

O-modules. So B assigns to every S ∈ C(X)Z an OZ-module BS = BS,Z , for S′ ≤ S
we have a morphism BS′ → BS , and everything is compatible with the base change.

In particular, for each n ≥ 0 the universal effective divisor of degree n (see
[SGA 4] Exp. XVII 6.3.9) yields an OSymnX -module BSymnX .

(ii) c is a rule that assigns to every pair of mutually disjoint divisors S1, S2 ∈
C(X)Z an identification cS1,S2 : BS1 ⊗ BS2

∼−→ BS1+S2 . We demand that these
identifications are commutative and associative in the obvious manner and that
they are compatible with the natural morphisms from (i).

Assume that the following conditions hold:
(a) The O-modules BSymnX on SymnX have no non-zero local sections sup-

ported at the discriminant divisor.
(b) One has BSym0X 6= 0.

We will show that such a (B, c) is the same as a factorization algebra. For
the moment we call such an object a factorization algebra in the sense of 3.4.6.
They form a category which we denote by FA(X)′. This is a tensor category in the
obvious manner (one has (⊗Bi)S = ⊗(BiS).

Remarks. (i) The associativity and commutativity of c show that for any
finite family of mutually disjoint divisors Sα there is a canonical identification

(3.4.6.1) c{Sα} : ⊗BSα

∼−→ BΣSα
.

(ii) As in 3.4.5, one gets a canonical identification BSym0X = k. For any
S ∈ C(X)Z the embedding ∅ ⊂ S yields a canonical morphism OZ = B∅,Z → BS,Z ,
i.e., a canonical section of BS,Z . The structure morphisms for B preserve these
sections; we refer to all of them as the unit section of B.

(iii) If S′, S are Cartier divisors such that S′red ⊂ Sred, then S′ ⊂ nS for some
n ≥ 1. Thus C(X)Z is the localization of the category of the Cartier divisors and
inclusions with respect to the family of all morphisms S ⊂ nS, n ≥ 1.

Therefore in the definition of B we can replace C(X)Z by the ordered set of
Cartier divisors in X×Z/Z proper over Z, adding the condition that the canonical
morphisms BS → BnS , n ≥ 1, are all isomorphisms.

Proposition. There is a canonical equivalence of tensor categories

(3.4.6.2) FA(X)′ ∼−→ FA(X).
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Proof. Let (B, c) be a factorization algebra in the sense of 3.4.6. For any finite
I the union of the subschemes x = xi of X×XI , i ∈ I, is a Cartier divisor of degree
|I| in X ×XI/XI . So we have the corresponding OXI -module BXI ; equivalently,
BXI is the pull-back of BSym|I|X by the projection p|I| : XI → Sym|I|X. These
O-modules together with the evident ν(π) and c[π] form a datum from 3.4.5 which
satisfies properties (a)–(f) from loc. cit. So we have a factorization algebra; we
denote it again by B.

The construction is obviously functorial and compatible with tensor products.
We have defined the promised tensor functor FA(X)′ → FA(X).

Let us construct the inverse functor. Let B be a factorization algebra in the
sense of 3.4.5. We want to define the corresponding factorization algebra (B, c) in
the sense of 3.4.6.

First let us construct the O-modules BSymnX . Consider the projection pn :
Xn → SymnX. The symmetric group Σn acts on Xn and on BXn . Set BSymnX :=
(pn∗BXn)Σn . By 3.4.2 it satisfies condition (a) in 3.4.6.

Lemma. The canonical morphism ψ : p∗nBSymnX → BXn is an isomorphism.

Proof of the lemma. (a) Let ` : V ↪→ Xn be the complement to the diagonals
of codimension ≥ 2 and ¯̀ : V̄ ↪→ SymnX be its pn-image. By (ii) in the lemma
in 3.4.3 we know that BXn = `∗`

∗BXn ; thus BSymnX = ¯̀∗ ¯̀∗BSymnX . Since pn is
flat, we conclude that it suffices to check that ψ is an isomorphism over V . By
factorization it suffices to consider the case n = 2.

(b) By étale descent our ψ is an isomorphism over the complement to the
diagonal divisor. Therefore ψ is injective (since pn is flat).

(c) It remains to prove that ψ : p∗2BSym2X → BX2 is surjective. Consider its
cokernel C. This is a Σ2-equivariant quotient of BX2 such that (p2∗C)Σ2 = 0. We
know that C is supported (set-theoretically) on the diagonal divisor X, so one has
CΣ2 = 0.

Let f be a (local) equation of the diagonal X ⊂ X × X which is Σ2-anti-
invariant. Since Σ2 acts on C by the non-trivial character sgn multiplication by
f kills C, i.e., C is supported on the diagonal scheme-theoretically. Thus C is a
quotient of the pull-back of BX2 to X, i.e., of BX . But Σ2 acts on BX trivially. So
C = 0, and we are done. �

Remark. Let G ⊂ Σn be a subgroup, so we have the projections Xn π1−→
GrXn π2−→ SymnX. The lemma implies that π∗2BSymnX = (π1∗BXn)G.

Now let us construct our B following Remark (iii) above. Let us define BS,Z
for any Cartier divisor S in X × Z/Z proper over Z. Our problem is Z-local, so
we can assume that the degree n of S over Z is constant. Such an S amounts to a
morphism Z → SymnX, and BS,Z is the pull-back of BSymnX .

Let us define for S′ ⊂ S a canonical morphism BS′ → BS . We have S =
S′ + T for an effective Cartier divisor T . It suffices to construct our morphism in
the universal situation when Z = SymnX × SymmX and S′, T are the universal
divisors of order n and m, respectively. So let q(n) : SymnX × SymmX → SymnX
be the projection and let p : SymnX × SymmX → Symn+mX be the addition
map. We want to define a canonical morphism q(n)∗BSymnX → p∗BSymn+mX . By
the above lemma and remark this amounts to a Σn × Σm -equivariant morphism
BXn � OXm → BXn+m . This is the structure morphism ν(π) from (3.4.5.1) for
π : {1, . . . , n} ↪→ {1, . . . , n+m}.
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The condition from Remark (iii) is satisfied,19 so we have defined our B. The
factorization isomorphisms c come from the isomorphisms (3.4.5.2) (consider the
universal situation and use the above remark). So we have defined the factorization
algebra in the sense of 3.4.6; i.e., we have a functor FA(X) → FA(X)′. It follows
from the construction (use the lemma) that it is inverse to the previously defined
functor in the opposite direction. We are done. �

3.4.7. The canonical connection. Let B be a factorization algebra.

Proposition. The O-module B on R(X) admits a left D-module structure
compatible with the factorization structure and such that the section 1B of BX is
horizontal. Such a D-module structure is unique. We call it the canonical D-module
structure (or the canonical connection) on B.

Proof. Existence. It is evident from the picture of 3.4.6. Indeed, suppose we
have two morphisms of schemes f, g : Z ′ ⇒ Z which coincide on Z ′red. Then the
pull-back maps f∗, g∗ : C(X)Z → C(X)Z′ coincide, so for any S ∈ C(X)Z one has
a canonical identification

(3.4.7.1) f∗BS
∼−→ g∗BS

of OZ′ -modules. The identifications are transitive, so BS carries a canonical action
of the universal formal groupoid on Z (whose space is the formal completion of
X ×X at the diagonal). The structure morphisms of B are compatible with this
action. If Z is smooth, then, according to Grothendieck [Gr2], such an action
amounts to an integrable connection. The compatibility with the base change
shows that 1B is a horizontal section. Looking at BXI ’s, we get our canonical
connection.

Here is an equivalent construction that starts from the picture of 3.4.5. We will
define the connection on BX ; the connections on BXI ’s are defined similarly.

For I ∈ S let X<I> be the formal completion of XI at the diagonal X ↪→ XI ;
for π as above let ∆<π> : X<I> → X<J> be the formal completion of ∆(π). Let
BX<I> be the pull-back of BXI to X<I> (= the formal completion of BXI at
X ⊂ XI) and ν<π> : ∆<π>∗BX<J> → BX<I> be the completion of ν(π).

Key remark: each ν<π> is an isomorphism. This follows from statement (i) of
the lemma in 3.4.3 and the fact that the pull-back of ν(π) to the diagonal X ↪→ XI

is an isomorphism (equal to idBX
).

The isomorphisms ν<π> are compatible with the composition of the π’s. A
datum of such isomorphisms amounts to an action on BX of the universal formal
groupoid on X (the action itself is the identification of the pull-backs of BX by the
two projections X<2> ⇒ X). We have defined the canonical connection on BX .

Uniqueness. Our condition just says that all morphisms ν(π) from (3.4.5.1)
are compatible with the connections. Therefore the above action of the universal
formal groupoid on BX is compatible with the connection, which determines the
connection uniquely. �

Remark. Here is a down-to-earth definition of the canonical D-module struc-
ture (which follows directly from the proof of 3.4.7). Let t be a local coordinate on

19Use the fact that pn∗OXn is isomorphic to OSymnX [Σn] as an OSymnX [Σn]-module locally
on SymnX.
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X. Then for b ∈ B one has

(3.4.7.2) 1 � b− b� 1 = (∂tb) � 1(t2 − t1)mod(t2 − t1)2BX×X .

In fact, the restriction of 1 � b to the formal neighbourhood of the diagonal X ⊂
X×X equals

∑ (t2−t1)i

i! (∂itb)�1. This defines our D-module structure on BX . And
BXI is a D-submodule of j(I)∗ j(I)∗B�I

X .

3.4.8. From factorization algebras to chiral algebras. Let Br = ωX ⊗
BX be the right DX -module that corresponds to the left DX -module BX (see 2.1.1).
Let us show that it carries a canonical structure of a chiral algebra.

For each surjection J � I we have a natural isomorphism of left D-modules
∆(J/I)∗BXJ

∼−→ BXI . By (2.1.3.2), we can rewrite it as an isomorphism of right
DXJ -modules

(3.4.8.1) ∆(J/I)
∗ ω�I

X ⊗BXJ
∼−→ ∆(J/I)

∗ (ω�I
X ⊗BXI ).

In particular, we get a canonical map

(3.4.8.2) P ch(ωX)J −→ P ch(BrX)J

which sends an operation ϕ : j(J)
∗ j(J)∗ω�J

X −→ ∆(J)
∗ ωX to the composition

(3.4.8.3) j
(J)
∗ j(J)∗Br�J = j

(J)
∗ j(J)∗ω�J

X ⊗BXJ −→ ∆(J)
∗ ωX ⊗BXJ = ∆(J)

∗ Br.

Here the first equality is the factorization isomorphism tensored by idω�J
X

, the arrow
is ϕ tensored by idBXJ

, and the last equality is (3.4.8.1) (for I = ·).
We leave it to the reader to check that (3.4.8.2) is compatible with the composi-

tion of chiral operations. By 3.1.5 we can rewrite (3.4.8.2) as a canonical morphism
of operads Lie → P ch(Br) which is the same as a Liech algebra structure on BrX .
The section 1 of BX is a unit in the Liech algebra Br. So Br is a chiral algebra.

3.4.9. The next theorem is the principal result of this section:

Theorem. The functor FA(X) → CA(X), B 7→ Br, is an equivalence of
categories.

Remarks. (i) The factorization algebra corresponding to a commutative chiral
algebra (i.e., to an affine DX -scheme) can be constructed geometrically (see 3.4.21–
3.4.22). But to prove that the construction from 3.4.21 indeed gives a factorization
algebra, we compare it in 3.4.22 with the construction from 3.4.11–3.4.12.

(ii) The theorem and its proof remain valid in the super and DG super setting.
It also generalizes immediately to the case of families of chiral algebras (see 3.3.10).
Namely, for a scheme (or algebraic space) Z one defines the notion of Z-family of
factorization algebras and the above functor in the evident way. It establishes an
equivalence between the category of OZ-flat families of factorization algebras and
the category of OZ-flat families of chiral algebras.

Proof. It is found in 3.4.10–3.4.12. We will construct the inverse functor. So
for every chiral algebra A we want to define on the left DX -module A` a canonical
structure of a factorization algebra. The key point is the acyclicity property of the
Chevalley-Cousin complex C(A) of A. We define C(A) in 3.4.11 after the necessary
preliminaries of 3.4.10; the acyclicity lemma is proven in 3.4.12.
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3.4.10. The category M(XS) and its two tensor structures. In this
subsection we embed M(X) in a larger abelian category M(XS) so that both ∗ and
chiral pseudo-tensor structures on M(X) are induced from some tensor structures
on M(XS). The reader should compare this construction with the universal one
from Remark in 1.1.6(i).

A right D-module M onXS is a rule that assigns to I ∈ S a right D-moduleMXI

on XI and to π : J � I a morphism of D-modules θ(π) = θ
(π)
M : ∆(π)

∗ MXI →MXJ .
We demand that the θ(π) are compatible with the composition of the π’s (i.e.,
θ(π1π2) = θ(π2)∆(π2)

∗ (θ(π1))) and θ(idI) = idMXI
.

These objects form an abelian k-category M(XS). There is an exact fully
faithful embedding ∆(S)

∗ : M(X) ↪→M(XS) defined by ∆(S)
∗ MXI := ∆(I)

∗ M , θ(π) =
id

∆
(J)
∗ M

. This embedding is left adjoint to the projection functor M(XS)→M(X),
M 7→MX .

Remark. For n ≥ 1 let Sn ⊂ S be the subcategory of sets of order ≤ n.
The above category has an obvious “truncated” version M(XSn). The “restric-
tion” functor M(XS) πn−→ M(XSn) admits a left adjoint an : M(XSn) → M(XS),
an(N)XI = lim

−→
∆(I/S)
∗ NXS where the inductive limit is taken over the ordered set

Q(I,≤ n). Since πnan is the identity functor, we see that πn identifies M(XSn)
with the quotient category of M(XS) modulo the full subcategory M(X≥n+1) of
such M ’s that πnM = 0; i.e., MXI = 0 if |I| ≤ n. In particular, grnM(XS) :=
M(X≥n)/M(X≥n+1) equals the category of Σn-equivariant D-modules on Xn.

The category M(XS) carries two tensor products ⊗∗ and ⊗ch defined as follows.
Let Mi, i ∈ I, be a finite non-empty family of objects of M(XS). One has

(3.4.10.1) (⊗∗IMi)XJ := ⊕
J�I

�
I
(Mi)XJi ,

where the arrows θ(π) are the obvious ones. Similarly, set

(3.4.10.2) (⊗chI Mi)XJ := ⊕
J�I

j
[J/I]
∗ j[J/I]∗ � (Mi)XJi ,

where the arrows θ(π) are obvious ones. Here j[J/I] was defined in 3.4.4.
Our tensor products are associative and commutative in the obvious way, so

they define on M(XS) (non-unital) tensor category structures which we denote by
M(XS)∗, M(XS)ch. There is an obvious canonical morphism

(3.4.10.3) ⊗∗Mi → ⊗chMi

compatible with the constraints, so the identity functor for M(XS) extends to a
pseudo-tensor functor

(3.4.10.4) βS : M(XS)ch →M(XS)∗.

Examples. For Ni ∈ M(X) one has (⊗∗I∆
(S)
∗ Ni)XJ = ⊕

J�I
∆(J/I)
∗ �

I
Ni. In

particular, (⊗∗I∆
(S)
∗ Ni)XI = ⊕

ν∈Aut I
ν∗(�Ni). Similarly, for N ∈ M(X) one has

(Symm
∗ ∆(S)

∗ N)XI = ⊕
T∈Q(I,m)

∆(I/T )
∗ N�T . Here Symm

∗ , m ≥ 1, is the mth symmet-

ric power with respect to ⊗∗, and Q(I,m) ⊂ Q(I) is formed by quotient sets of
order m. These formulas are modified in the obvious way in the ⊗ch case.
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The embedding M(X) ↪→M(XS) extends canonically to fully faithful pseudo-
tensor embeddings

(3.4.10.5) ∆(S)
∗ : M(X)∗ ↪→M(XS)∗, M(X)ch ↪→M(XS)ch.

Namely, for Mi, N ∈ M(X) our Hom(⊗∗I∆
(S)
∗ Mi,∆

(S)
∗ N) ∼−→ P ∗I ({Mi}, N) assigns

to ϕ : ⊗∗I∆
(S)
∗ Mi → N the restriction of ϕXI to �

I
MI ⊂ (⊗∗I∆

(S)
∗ Mi)XI . One

defines Hom(⊗∗I∆
(S)
∗ Mi, N) ∼−→ P ∗I ({Mi}, N) in a similar way. Notice that the

restriction of βS to M(X)∗ is the pseudo-tensor functor β from (3.2.1.2).

The category M(XS) admits a natural action of the tensor category M`(R(X))
(see 3.4.2): the action functor

(3.4.10.6) ⊗ : M`(R(X))×M(XS)→M(XS)

sends F ∈M`(R(X)), M ∈M(XS) to M ⊗F with (M ⊗F )XI := MXI ⊗FXI and
θ
(π)
M⊗F : ∆(π)

∗ MXI ⊗ FXI → MXJ ⊗ FXJ equal to θ(π)
M ⊗ ν(π)−1

F via (2.1.3.2). The
associativity constraint for ⊗ is the evident one.

3.4.11. The Chevalley-Cousin complex. Let A be a (not necessarily uni-
tal) chiral algebra on X. According to (3.4.10.5) the right D-module ∆(S)

∗ A on XS

is a Lie algebra in the tensor category M(XS)ch. We define the Chevalley-Cousin
complex C(A) of A as the reduced Chevalley complex of this Lie algebra.20

Let us describe C(A) explicitly. Forget about the differential for a moment. As
a plain Z-graded D-module, C(A) is the free commutative (non-unital) algebra in
M(XS)ch generated by ∆(S)

∗ A[1]. Therefore one has

(3.4.11.1) C(A)·XI = ⊕
T∈Q(I)

∆(I/T )
∗ j

(T )
∗ j(T )∗(A[1])�T .

In other words, C(A)·XI is aQ(I)-graded module, and for T ∈ Q(I) its T -component
is ∆(I/T )

∗ j
(T )
∗ j(T )∗A�T ⊗ λT sitting in degree −|T |.

The differential looks as follows. Its component dT,T ′ : ∆(I/T )
∗ j

(T )
∗ j(T )∗(A[1])�T

→ ∆(I/T ′)
∗ j

(T ′)
∗ j(T

′)∗(A[1])�T ′ can be non-zero only for T ′ ∈ Q(T, |T | − 1). Then
T = T ′′ t {α′, α′′}, T ′ = T ′′ t {α} and dT,T ′ is the exterior tensor product of the
chiral product map µA[1] : j∗j∗(Aα′ [1] �Aα′′ [1])→ ∆∗Aα[1] and the identity map
for A�T ′′ (localized at the diagonals transversal to XT ′).

The reader can skip the next remark at the moment.

Remark. As with any Chevalley complex, C(A) carries a canonical structure
of a BV algebra with respect to ⊗ch (see 4.1.7). The product · : C(A)·⊗chC(A)· →
C(A)· and the bracket { } : C(A)[−1]⊗chC(A)[−1]→ C(A)[−1] can be described as
follows. For J = J1 t J2 the morphism ·J1J2 is the obvious embedding C(A)·

XJ1 �
C(A)·

XJ2 → C(A)·XJ localized at appropriate diagonals. For T1 ∈ Q(J1), T2 ∈
Q(J2), T ∈ Q(J) the corresponding component of { }J1J2 : j̃∗j̃∗C(A)XJ1 [−1] �
C(A)XJ2 [−1] → C(A)XJ [−1] (here j̃ is the embedding of the complement to the
diagonals xj1 = xj2 , j1 ∈ J1, j2 ∈ J2) can be non-zero only if T is the quotient of
T1 t T2 modulo a relation t1 = t2 where t1 ∈ T1, t2 ∈ T2. Then this component is

20We must consider the reduced Chevalley complex since M(XS)ch is a non-unital tensor
category. The basic facts about the Chevalley complex are recalled in 4.1.6.
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the chiral product j∗j∗A � A → ∆∗A tensored by the identity map for (A[1])�T ′

where T ′ := T r {t} = T1 r {t1} t T2 r {t2} (localized at the other diagonals).

Notice that if v : V ↪→ XI is an open embedding such that XI rV is a union of
diagonal strata, then the canonical map C(A)XI → v∗v

∗C(A)XI admits an obvious
canonical section

(3.4.11.2) s : v∗v∗C(A)·XI → C(A)·XI

which preserves the Q(I)-grading but does not commute with the differentials.

The complex C(A) enjoys the following two properties:
(i) For every π : J � I the structure morphism yields an isomorphism of

complexes

(3.4.11.3) C(A)XI
∼−→ ∆(π)!C(A)XJ ,

and this plain ∆(π)! pull-back equals the derived functor pull-back. In other words,
there is a canonical short exact sequence of complexes

(3.4.11.4) 0→ ∆(π)
∗ C(A)XI → C(A)XJ → v∗v

∗C(A)XJ → 0.

Here v : XJ r∆(π)(XI) ↪→ XJ is the open embedding complementary to ∆(π); the
naive v∗ coincides here with the derived one.

(ii) (Factorization) In the setting of 3.4.4 for J � I the product morphism for
the commutative algebra structure on C(A)· yields an isomorphism of complexes

(3.4.11.5) c[J/I] : j[J/I]∗(�
I
C(A)XJi )

∼−→ j[J/I]∗C(A)XJ .

The identifications c are mutually compatible: for K � J the isomorphism c[K/J]

coincides with the composition c[K/I](�c[Ki/Ji]).

3.4.12. Lemma. For a chiral algebra A one has HnC(A)XI = 0 for n 6= −|I|.

End of the proof of 3.4.9. Let us define the factorization algebra structure on A`.
Set A`XI := H−|I|C(A)`XI = Ker(d : C(A)−|I|

XI → C(A)−|I|+1

XI )`. By the lemma we
can rewrite (3.4.10.3) as a canonical identification ∆(I/S)∗A`XI = A`XS (see 2.1.2).
These identifications are obviously transitive, so the A`XI ’s form a left D-module,
hence an O-module, on R(X). So21 A`XI ⊂ C(A)0`XI = j

(I)
∗ j(I)∗A`�I . We leave it

to the reader to check that this embedding defines a factorization algebra structure
on our OR(X)-module (with the unit equal to the unit in A). Notice that our
factorization algebra came together with a D-module structure, which obviously
coincides with the canonical structure (see 3.4.7). The functor FA(X) → CA(X)
we have defined is clearly inverse to that of 3.4.9. We are done. �

Proof of Lemma. The statement is clear if |I| = 1 (one has C(A)X = A[1]).
For |I| > 1 we use induction on |I|. The proof is in three steps:

(i) The module HaC(A)XI for a 6= −|I| is supported on the diagonal X ⊂ XI .
This follows from (3.4.11.5) and the induction assumption.

Let i : Y = XI′ ↪→ XI be a diagonal of codimension 1, v : XI r Y ↪→ XI

the complementary embedding. Consider the canonical embedding ξ : i∗C(A)Y ↪→
C(A)XI (see (3.4.11.4)).

21We use the identification ωXI = ω�I
X ⊗ λI ; see 3.1.4.
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(ii) The morphism Haξ : i∗H
aC(A)Y = Hai∗C(A)Y → HaC(A)XI is sur-

jective for a 6= −|I|. Indeed, the complex v∗v
∗C(A)XI is acyclic outside de-

gree −|I| by (i) (since v is affine), so our claim follows from the exact sequence
0→ i∗C(A)Y → C(A)XI → v∗v

∗C(A)XI → 0 (see (3.4.11.4)).
(iii) It remains to show that Haξ = 0. If a 6= 1 − |I|, this is clear because in

this case HaC(A)Y = 0 by the induction assumption.
Now let a = 1 − |I|. Choose a section I ′ → I of I � I ′. Then we have the

decomposition XI = X × XI′ = X × Y and the embedding i : Y ↪→ X × Y .
We want to show that ξ(i∗ZaY ) ⊂ d(Ca−1(A)XI ) where ZaY := Ker(d : Ca(A)Y →
Ca+1(A)Y ). Let s be a local section of i∗ZaY = v∗v

∗(ωX �ZaY )/ωX �ZaY . Lift it to
a local section s̃ of v∗v∗(ωX �ZaY ). Then ξ(s) = d(h(s̃)) where h is the composition

v∗v
∗(ωX � ZaY )

f−→v∗v∗(A� Ca(A)Y ) ↪→ Ca−1(A)XI

and f comes from 1A : ωX → A. �

3.4.13. Remarks. (i) For n ≥ 1 an n-truncated factorization algebra is defined
exactly as the usual factorization algebra but we take into consideration only the
XI ’s with |I| ≤ n. Denote the corresponding categories by FA≤n(X). As follows
from 3.4.9, for n ≥ 3 the obvious functors FA(X) → FA≤n(X), FA≤n+1(X) →
FA≤n(X) are equivalences of categories.22

(ii) Let B be a factorization algebra, Br the corresponding unital chiral algebra.
Then there is a canonical isomorphism of complexes of right D-modules on XS (see
(3.4.10.6))

(3.4.13.1) C(Br) ∼−→ C(ω)⊗B

which identifies the summand j
(I)
∗ j(I)∗Br�I = (j(I)∗ j(I)∗ω�I

X ) ⊗ B�I
X in C(Br)XI

with the one (j(I)∗ j(I)∗ω�I
X )⊗BXI in (C(ω)⊗B)XI via the factorization isomorphism

(see (3.4.4.2)).

3.4.14. Free factorization algebras. It is easy to see that the chiral algebra
freely generated (in the obvious sense) by a given non-empty set of sections does
not exist. The nuisance can be corrected as follows.

Suppose we have a pair (N,P ) where N is a quasi-coherent OX -module and
P ⊂ j∗j

∗N �N is a quasi-coherent OX×X -submodule such that P |U = N �N |U .
Consider a functor on the category CA(X) which assigns to a chiral algebra A the
set of all OX -linear morphisms φ : N → A such that the chiral product µA kills
φ�2(P ) ⊂ j∗j∗A�2.

Theorem. This functor is representable.

We refer to the corresponding universal chiral algebra as the chiral algebra freely
generated by (N,P ).

Remarks. (i) From the point of view of chiral operations, P should be thought
of as “generalized commutation relations”. For example, if P = N �N , then A is
the commutative chiral algebra freely generated by ND. From the point of view of
chiral algebras, P is the module of “degree 2 generators” (see below).

22They are fully faithful for n = 2 and faithful for n = 1.
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(ii) If C is any chiral algebra and N ⊂ C an OX -submodule that generates C,
then C is a quotient of the chiral algebra freely generated by (N,P ) where P is,
say, the kernel of the map j∗j∗N �N → j∗j

∗A
µA−−→ ∆∗A.

Proof of Theorem. It is more convenient to consider the setting of factorization
algebras. Here the theorem asserts representability of the functor which assigns to
a factorization algebra B the set of all OX -linear morphisms φ : N → B such that
φ�2(P ) is contained in BX×X ⊂ j∗j∗BX�BX . We call the corresponding universal
factorization algebra the factorization algebra freely generated by (N,P ).

In the course of construction we use certain auxiliary objects:
(i) A quasi-factorization algebra in formed by the datum (BXI , ν(π), c[π]) from

3.4.5 subject to axioms (a)–(d) and (f) in loc. cit.
(ii) A pre-factorization algebra is defined in the same way as a quasi-factorization

algebra except that the morphisms ν(π) are defined only for injective maps π : J ↪→
I. Apart from the (obvious modification of) axioms (a)–(d) and (f) in 3.4.5, we
demand that for every n ≥ 2 the next property is satisfied:

(∗)n The action of the transposition σ = σ1,2 on TXn induces the trivial auto-
morphism of the pull-back of TXn to the diagonal x1 = x2.

Example. T (N)XI := j
(I)
∗ j(I)∗(N ⊕ OX)�I together with evident structure

morphisms ν and c form a pre-factorization algebra T (N).

Pre- and quasi-factorization algebras form tensor categories which we denote
by PFA(X) and QFA(X). One has evident tensor functors (in fact, fully faithful
embeddings) FA(X)→ QFA(X)→ PFA(X).

Lemma. These functors admit left adjoints FA(X)→ PFA(X)→ QFA(X).

Granted the lemma, let us construct the factorization algebra freely generated
by (N,P ).

Let T (N,P ) ⊂ T (N) be a pre-factorization subalgebra defined as follows.
(i) For |I| ≤ 1 one has T (N,P )XI = T (N)XI .
(ii) T (N,P )X2 is the minimal σ-invariant OX2-submodule of T (N)X2 which

contains P ⊕ N � OX ⊕ OX � N ⊕ OX � OX , is preserved by the action of the
transposition σ, and satisfies property (∗)2.23

(iii) If |I| > 2, then T (N,P )XI is the maximal OXI -submodule of T (N)XI such
that for every i1 6= i2 ∈ I its restriction to the complement of the union of all the
diagonals except for xi1 = xi2 is equal to T (N,P )X{i1,i2} � T (N)X�Ir{i1,i2} .

It is easy to see that T (N,P ) is indeed a pre-factorization subalgebra of T (N).24

Now for any factorization algebra B a morphism of pre-factorization algebras
T (N,P ) → B amounts to a morphism of OX -modules φ : N → B such that
φ�2(P ) ⊂ BX×X . The promised factorization algebra freely generated by (N,P )
is the image of T (N,P ) by the composition of the functors from the lemma.

Proof of Lemma. (i) Let T be any pre-factorization algebra. Let us construct
the corresponding universal quasi-factorization algebra B = B(T ).

23Our T (N, P )X2 is well defined and is OX -quasi-coherent. Indeed, T (N, P )X2 =
S

Ti

where T0 ⊂ T1 ⊂ · · · are the submodules of j∗j∗T (N)�2
X defined by induction as follows. One has

T0 := (P + σ(P ))⊕N � OX ⊕ OX � N ⊕ OX � OX , and Ti+1 is obtained from Ti by adding all

sections (t1 − t2)−1a where a ∈ Ti is such that a|∆ ∈ ∆∗Ti is σ-anti-invariant.
24To check (∗)n, notice that the pull-back of T (N, P )Xn to the diagonal x1 = x2 has no

non-trivial local sections supported at the diagonal divisor.
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Notice that for any surjection π : J � I the natural action of the group
Aut (J/I) on the OXI -module ∆(J/I)∗TXJ is trivial.25 Let us define a natural
morphism α(π) = α(J/I) : TXI → ∆(J/I)∗TXJ . Choose a section s : I ↪→ J of π,
so we have the structure morphism ν(s) : ∆(s)∗TXI → TXJ . Now set α(J/I) :=
∆(J/I)∗(ν(s)). Our α(J/I) does not depend on the auxiliary choice of s. The α(π)

are compatible with the composition of π’s in an evident way.
Therefore for any I ∈ S we have a functor (S/I)◦ → MO(XI) which as-

signs to J/I the OXI -module ∆(J/I)∗TXJ and to an arrow K � J the morphism
∆(J/I)∗α(K/J). Let BXI ∈MO(XI) be the inductive limit.

Our B is a quasi-factorization algebra. Namely, the isomorphisms c for B
(see (3.4.5.2)) come from the corresponding isomorphisms of T . For f : I → K
the morphism ν(f) : ∆(f)∗BXI → BXK (see (3.4.5.1)) comes from the functor
S/I → S/K, J/I 7→ Jf/K := Jt(Krf(I))/K, and the corresponding morphism of
the inductive systems ∆(f)∗∆(J/I)∗TXJ = ∆(Jf/K)∗∆(J/Jf )∗TXJ → ∆(Jf/K)∗TXJf

where the last arrow is the ∆(Jf/K)-pull-back of the structure morphism ν(J/Jf )

for T . We leave it to the reader to check axioms (a)–(d) and (f) in 3.4.5. The
universality property of B is evident.

(ii) Let B be a quasi-factorization algebra B. The corresponding universal
factorization algebra B̄ is the maximal factorization algebra quotient of B. To
construct it, consider first the quotient qB of B where qBXI is the quotient of BXI

modulo the OXI -submodule generated by all sections of type ν(J/I)(a) where J � I
and a ∈ BXJ is a local section supported at the diagonal divisor of XJ . We leave
it to the reader to check that qB is indeed a quasi-factorization algebra. We get a
system of quotients B � qB � q2B := q(qB) � · · · . Now B̄ = lim−→ qiB. �

3.4.15. Tensor products. We know that FA(X) is a tensor category (see
3.4.4); hence so is CA(X). Let us explain the meaning of the tensor product of
chiral algebras in purely chiral terms.

Let Aα be a finite family of chiral algebras. Let A := ⊗Aα ∈ CA(X) be the
corresponding tensor product, so A` = ⊗A`α. By 3.4.4 we have canonical morphisms
of chiral algebras να : Aα → A, a 7→ a⊗ ( ⊗

α′ 6=α
1Aα′ ).

Let ϕα : Aα → C be morphisms of chiral algebras. We say that ϕα mutually
commute if [ϕα′ , ϕα′′ ]C ∈ P ∗2 ({Aα′ , Aα′′}, C) vanishes for every α′ 6= α′′. Denote
by Homcom

I ({Aα}, C) the set of all mutually commuting (ϕα)’s.

Proposition. {να} is a universal family of mutually commuting morphisms:
for every C ∈ CA(X) the map Hom(⊗Aα, C)→ Homcom

I ({Aα}, C), ψ 7→ (ψνα), is
bijective.

Proof. Let us translate our proposition back to the setting of factorization
algebras. Assume for simplicity of notation that we play with two algebras A1, A2.
Notice that ϕ1, ϕ2 as above mutually commute if and only if for every a1 ∈ A`1, a2 ∈
A`2 the section ϕ1(a1)�ϕ2(a2) of j∗j∗C`X×X lies in C`X×X . One has ν1(a1)�ν2(a2) =
(a1 � 1A1)⊗ (1A2 � a2) ∈ A`1X×X ⊗A`2X×X = (A`1 ⊗A`2)X×X , so our ν1,2 mutually
commute. For ϕ1,2 ∈ Homcom

I ({A1, A2}, C) the Ith component of the corresponding
morphism ψ : A`1⊗A`2 → C` sends m1⊗m2, where m1 ∈ A`1XI ,m2 ∈ A`2XI , to the

25It suffices to check that the transposition of two elements of some Ji ⊂ J acts trivially.
By (∗)|J| it acts trivially already on the pull-back of TXJ to the corresponding codimension 1

diagonal.
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pull-back of26 ϕ1(m1) �ϕ2(m2) by the diagonal map XI ↪→ XI ×XI . The details
are left to the reader. �

Remarks. (i) Let Nα ⊂ Aα be a sub-OX -module that generates Aα as a chiral
algebra. Then ϕα′ , ϕα′′ mutually commute if (and only if) their restrictions to the
N ’s commute, i.e., the image of [ϕα′ , ϕα′′ ]C in P ∗2 ({Nα′ , Nα′′}, C) vanishes.

(ii) Suppose that Aα is freely generated by (Nα, Pα) (see 3.4.14). Then ⊗Aα
is freely generated by (⊕Nα, (

∑
Pα) +

∑
α′ 6=α′′

Nα′ �Nα′′).

Let M be a DX -module and µα ∈ P ch2 ({Aα,M},M) are chiral Aα-actions on
M . We say that the µα mutually commute if for every α 6= α′ the restriction
of µα(idAα

, µα′) − µα′(idAα′ , µα) ∈ P ch3 ({Aα, Aα′ ,M},M) to the localization of
Aα �Aα′ �M with respect to the diagonals x1 = x3 and x2 = x3 vanishes.

Exercises. (i) Show that for every ⊗Aα-action on M the corresponding Aα-
actions mutually commute, and this provides 1-1 correspondence between the sets
of ⊗Aα-module structures and collections of mutually commuting Aα-actions.

(ii) Let Mα be Aα-modules. Then the Aα-actions on ⊗Mα mutually commute,
so ⊗Mα is a ⊗Aα-module.27

3.4.16. Hopf algebras. A Hopf chiral algebra is a coassociative coalgebra
object in the tensor category CA(X), i.e., a chiral algebra F equipped with a
coassociative morphism of chiral algebras δ = δF : F → F ⊗F . As a part of general
tensor category story, we know what a counit εF : F → ω is, and what it means for
F to be cocommutative. We also know what a coaction of F on any chiral algebra
A is (this is a morphism δ = δA : A → F ⊗ A satisfying a certain compatibility
property with δF ), when such a coaction is counital and when it is trivial.

For F , A as above set AF := {a ∈ A : δ(a) = 1F ⊗ a}. This is the maximal
chiral subalgebra of A on which the coaction of F is trivial.

We denote by CA(X)F the category of chiral algebras A equipped with a coac-
tion of F ; let CA(X)Ffl ⊂ CA(X)F be the full subcategory of OX -flat algebras. If
F is counital, then CA(X)Fcu ⊂ CA(X)F is the full subcategory of those A that δA
is counital and CA(X)Fcu,fl := CA(X)Fcu ∩ CA(X)Ffl.

The tensor product of Hopf chiral algebras is naturally a Hopf chiral algebra.
If Fα are Hopf chiral algebras and Aα ∈ CA(X)Fα , then ⊗Aα ∈ CA(X)⊗Fα .

Remark. If M , N are F -modules, then M ⊗N is again an F -module via δF
and Exercise (ii) in 3.4.15. Thus M(X,F ) is a monoidal category; it is a tensor
category if F is cocommutative.

Suppose F is an OX -flat cocommutative Hopf chiral algebra. Then CA(X)Ffl

is a tensor category. Namely, for Aα ∈ CA(X)Ffl their tensor product
F
⊗Aα is

the chiral subalgebra of ⊗Aα that consists of those sections a of ⊗Aα that all
δα(a) := (δAα

⊗ ( ⊗
α′ 6=α

idAα′ ))(a) ∈ F ⊗ (⊗Aα) coincide. If F is counital, then

CA(X)Fcu,fl is a tensor subcategory of CA(X)Ffl, and F is naturally a unit object
in CA(X)Fcu,fl. Invertible objects of CA(X)Fcu,fl are called F -cotorsors; they form
a Picard groupoid P(F ) = P(X,F ).

For examples see 3.7.12, 3.7.20, and 3.10.

26This section belongs to C`
XI×XI : use 3.4.4 and the fact that ϕ1,2 mutually commute.

27This also follows from the interpretation of A-modules in factorization terms, see 3.4.19.
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3.4.17. Twists. In the following constructions we use only tensor products
of an arbitrary chiral algebra and a commutative chiral algebra, so they can also
be performed in the context of 3.3.10 (see Exercise in 3.4.20 below).

Suppose that a Hopf chiral algebra F is commutative (as a chiral algebra).
Such F is the same as a semigroup DX -scheme G = SpecF affine over X. We call
the F -coaction on A a G-action and write AG := AF . If A itself is commutative,
then a G-action on A is the same as a G-action on SpecA` in the category of
DX -schemes, i.e., a scheme G-action compatible with connections. If G acts on
two chiral algebras, then it acts naturally on their tensor product (via the diagonal
embedding G ↪→ G×G), so the category of chiral algebras equipped with a G-action
is a tensor category.

Suppose G is a group DX -scheme. Let P = SpecR` be a DX -scheme G-
torsor (i.e., a G-torsor equipped with a connection compatible with the G-action).
For a chiral algebra A equipped with a G-action its P -twist is the chiral algebra
A(P ) := (R⊗A)G.

Remarks. (i) If G acts on A trivially, then A(P ) = A.
(ii) As a plain D-module, A(P ) is the P -twist of the D-module A; in particular,

any section s : X → P defines an isomorphism of O-modules is : A ∼−→ A(P ). If s
is horizontal, then is is an isomorphism of chiral algebras.

(iii) Denote by G∇ the sheaf of horizontal sections of G; this is a sheaf of
groups on Xét. Suppose that P admits locally a horizontal section; then the sheaf
of horizontal sections P∇ is a G∇-torsor. Notice that G∇ acts on A, so we have the
corresponding P∇-twisted chiral algebra A(P∇). The isomorphisms is, s ∈ P∇,
provide a canonical identification of chiral algebras

(3.4.17.1) A(P∇) ∼−→ A(P ).

(iv) Let H be a group X-scheme, and suppose that G = JH (the group jet
DX -scheme; see 2.3.2). There is a canonical equivalence of groupoids

(3.4.17.2) {H-torsors} ∼−→ {DX -scheme G-torsors}

which assigns to an H-torsor Q on X the DX -scheme G-torsor of jets P = JQ;
its inverse is the push-out functor for the canonical homomorphism of the group
X-schemes G = JH → H. Notice that the canonical projections G → H, P → Q
identify the sheaves of horizontal sections of left-hand sides with those of arbitrary
sections of right-hand sides, so, by (3.4.17.1), the P -twist can be interpreted as the
plain twist by the torsor of sections of Q.

(v) If G is commutative, A and B are two chiral algebras equipped with G-

actions, then the tensor product A
F
⊗B from 3.4.16 coincides with invariants in

A⊗B of the action of the anti-diagonal subgroup G ↪→ G×G, g 7→ (g, g−1).

3.4.18. Factorization modules. Let us describe modules over chiral alge-
bras in factorization terms. Below for a finite set I we set Ĩ := It·, soX eI = X×XI .

Let B be a factorization algebra. A factorization B-module is a triple B(M) =
(B(M), ν̃, c̃) where:

(i) B(M) is a rule that assigns to every finite set I a left D-module B(M)
XeI

on XI ×X. We demand that B(M)
XeI have no sections supported at the diagonal

divisors. Set M := B(M)X .
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(ii) ν̃ assigns to every π : J̃ � Ĩ preserving the ·’s an identification

(3.4.18.1) ν̃(π) : ∆(π)∗B(M)
X eJ ∼−→ B(M)

XeI .
We demand that the ν̃(π)’s are compatible with the composition of the π’s.

(iii) Consider a surjection J̃ � Ĩ preserving the ·’s. Then J̃ is the disjoint
union of the preimage subsets J̃· and Ji, i ∈ I. Our c̃ assigns to such a surjection
an isomorphism of D

U [eJ/eI] -modules28

(3.4.18.2) c̃[ eJ/eI] : j[ eJ/eI]∗((�
I
BXJi )) �B(M)

X eJ· ) ∼−→ j[
eJ/eI]∗B(M)XJ .

We demand that the c̃’s be mutually compatible: for K̃ � J̃ the isomorphism
c̃[K̃/J̃] coincides with the composition c̃[K̃/Ĩ]((�c[Ki/Ji]) � c̃K̃·/J̃·

) where c are the
factorization isomorphisms for B. They should also be compatible with the isomor-
phisms ν̃ (and the isomorphisms ν for B) in the obvious way.29 Finally, for every
m ∈ M the section c̃(1 �m) ∈ j∗j∗BX �M should belong to B(M)X×X and one
should have ν̃((1 �m)|∆) = m.

As in 3.4.4, the above c̃[eI/·] define an embedding B(M)X Ĩ ↪→ j
(eI)
∗ j(

eI)∗(B�I
X �

M), so the functor B(M) 7→ M is fully faithful. We call B(M) a factorizatization
B-module structure on the DX -module M .

Remark. Let ` : V ↪→ X Ĩ be the complement to the diagonal strata of codi-
mension 2. As in 3.4.3, one shows that MX Ĩ

∼−→ `∗`
∗MX Ĩ .

3.4.19. We denote the category of factorization B-modules by M`(X,B). This
is an abelian k-category. As in 3.3.4, M(X,Br) is the category of chiral Br-modules.

Proposition. There is a canonical equivalence of categories

(3.4.19.1) M`(X,B) ∼−→M(X,Br).

Proof. Our functor assigns to B(M) ∈ M`(X,B) the right DX -module Mr

equipped with a chiral operation µM ∈ P ch2 ({Br,Mr},Mr) defined as the compo-
sition j∗j

∗Br � Mr ∼−→ j∗j
∗B(M)rX×X → j∗j

∗B(M)rX×X/B(M)rX×X
∼−→ ∆∗M

r

where the first and the last arrow come from the appropriate isomorphisms c̃ and
ν̃. As in 3.4.8, one checks immediately that µM is a Br-module structure on Mr.

Let us construct the functor in inverse direction. According to 3.3.5(i), for
a chiral Br-module Mr the DX -module Br ⊕ Mr is naturally a chiral algebra;
so F := B ⊕ M carries a factorization algebra structure. For a finite set I let
B(M)X Ĩ ⊂ FX Ĩ be the submodule of sections which belong to j(Ĩ)∗ j(Ĩ)∗B�I �M ⊂
j
(Ĩ)
∗ j(Ĩ)∗FX Ĩ . The isomorphisms ν̃ and c̃ come from the corresponding isomorphisms

of the factorization structure on F . It is clear that (B(M), ν̃, c̃) is a factorization
B-module structure on M .

It is clear (use the remark in 3.4.18 and the construction of F in 3.4.12) that
the above functors are mutually inverse, and we are done. �

28See 3.4.4 for notation.
29I.e., in the same way as the c are compatible with ν; see 3.4.4.
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Remark. The definition of 3.4.19 makes sense if we take for an M `
X Ĩ

an
OX � DXI -module instead of a DX Ĩ -module. The above argument shows that
the corresponding category is equivalent to MO(X,Br) (see 3.3.5(ii)).

Let us describe chiral Br-operations (see 3.3.4) in factorization terms.
Suppose we have a finite family of chiral Br-modules {Mr

i }, i ∈ I. Then, as in
3.3.5(i), Br ⊕ (⊕Mr

i ) is a chiral algebra; let G be the corresponding factorization
algebra. For a finite set J let B({Mi})XJtI ⊂ GXJtI be the submodule of sections
whose restriction to U (JtI) belongs to BJ � (�Mi). Equivalently, B({Mi})XJtI

is the submodule of j(JtI)∗ j(JtI)∗B�J � (�Mi) which consists of sections killed by
the morphisms µj,i : j(JtI)∗ j(JtI)∗B�J � (�Mi)→ ∆j=i

∗ j
(J̄tI)
∗ j(J̄tI)∗B�J̄ � (�Mi)

for all j ∈ J and i ∈ I; here J̄ := J r {j} and µj,i is the chiral Br-action on Mi

tensored by the identity map at the variables 6= j, i. So B({Mi})XI = j
(I)
∗ j(I)∗�Mi,

etc. This module satisfies the usual factorization properties (inherited from G). In
particular, let j[J,I] : U [J,I] ↪→ XJtI be the complement to all the diagonals xj = xi,
j ∈ J , i ∈ I; then j[J,I]∗B({Mi})XJtI = j[J,I]∗(BXJ � j

(I)
∗ j(I)∗ �Mi), so

(3.4.19.2) B({Mi})XJtI ↪→ j
[J,I]
∗ j[J,I]∗(BXJ � j

(I)
∗ j(I)∗ �Mi).

Let Nr be another Br-module and ϕ ∈ P chI ({Mr
i }, Nr) be a chiral operation.

For any J set ϕJ := idBXJ
� ϕ : BXJ � j

(I)
∗ j(I)∗ �Mi → BXJ � ∆(I)

∗ N .

Lemma. If ϕ is a chiral Br-operation, then for every finite set J the morphism
ϕJ sends B({Mi})XJtI to (idXJ×∆(I))∗B(N)XJ̃ ⊂ j[J,I]∗ j[J,I]∗BXJ �∆(I)

∗ N . Con-
versely, if this condition is satisfied for J = ·, then ϕ is a chiral Br-operation. �

3.4.20. We are going to describe the factorization algebra that corresponds to
a commutative chiral algebra in geometric terms (see 3.4.22). We start with some
technical preliminaries.

A factorization algebra is said to be commutative if the corresponding chiral
algebra is commutative.

Proposition. (i) The next properties of a factorization algebra B are equiva-
lent:

(a) B is commutative;
(b) for every J � I the isomorphism (3.4.4.1) extends to a morphism

(3.4.20.1) �
I
BXJi → BXJ ;

(c) same as (b) but in the particular case J = {1, 2}, I = {1}; i.e., the factor-
ization isomorphism j∗(BX �BX) ∼−→ j∗BX2 extends to a morphism

(3.4.20.2) BX �BX → BX2 ;

(d) there exists a morphism of factorization algebras m : B ⊗ B → B whose
restrictions to B⊗1 ⊂ B⊗B and 1⊗B ⊂ B⊗B are the identity morphisms.

(ii) The morphism m mentioned in (d) is unique: the corresponding morphism
mX : BX⊗BX → BX is the multiplication on BX corresponding to the commutative
chiral structure on BrX = BX⊗ωX . For every I the morphism mXI : BXI⊗BXI →
BXI defines a commutative DXI -algebra structure on BXI .
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(iii) If B is a commutative factorization algebra, then the multiplication mor-
phism BX ⊗ BX → BX corresponding to the DX-algebra structure on BX is the
restriction of (3.4.20.2) to the diagonal X ↪→ X2.

Proof. Clearly (b)⇒(c)⇔(a). To see that (c)⇒(b), use 3.4.3(ii). To prove that
(d)⇒(c), define the morphism (3.4.20.2) to be the composition of f : BX �BX →
BX2 ⊗BX2 and mX2 : BX2 ⊗BX2 → BX2 , where f(b1 ⊗ b2) := (b1 � 1)⊗ (1 � b2).

Statement (iii) follows from the definitions. Now let us show that (a)⇒(d).
If B is commutative, then B ⊗ B is commutative (use the equivalence (a)⇔(c)).
Applying (iii) to B ⊗ B, we see that the multiplication in BX ⊗ BX = (B ⊗ B)X
coming from the factorization structure on B ⊗ B is the usual tensor product
multiplication (i.e., (b1 ⊗ b2)(b3 ⊗ b4) = b1b3 ⊗ b2b4). So we have the DX -algebra
morphism BX ⊗ BX → BX , b1 ⊗ b2 7→ b1b2. The corresponding morphism of
factorization algebras m : B ⊗B → B has the property mentioned in (d).

To prove (ii) consider any m : B ⊗ B → B satisfying the property mentioned
in (d). Then mX : BX ⊗BX → BX is a DX -algebra morphism such that b⊗ 1 7→ b
and 1 ⊗ b 7→ b. So there is only one possibility for mX and therefore for m. The
rest of (ii) is obvious. �

Exercise. According to 3.3.10 (or, equivalently, by 3.1.3 and (3.3.3.1)) we
know what the tensor product of any chiral algebra and a commutative chiral algebra
is. Show that it coincides with the tensor product of these chiral algebras in the
sense of 3.4.15.

3.4.21. IfB is a commutative factorization algebra, thenBXI is a commutative
DXI -algebra for every I (see (ii) in the proposition in 3.4.20). By 3.4.9, BXI can be
uniquely reconstructed from BX . We are going to explain the geometric meaning
of the DXI -scheme SpecBXI in terms of the DX -scheme Y := SpecBX . We will
show that SpecBXI is the scheme YXI of horizontal infinite multijets of Y .

First we have to define YXI . A k-point of YXI is a pair consisting of a point
x = (xi)i∈I ∈ XI and a horizontal section s : X̂x → Y , where X̂x is the formal
completion of X at the subset {xi} ⊂ X. One defines R-points of YXI quite
similarly (if x = (xi)i∈I ∈ XI(R), then X̂x is the formal completion of X ⊗ R
along the union of the graphs of xi : SpecR → X). Therefore we have a functor
{k-algebras}→{sets}, and we claim that it is representable by a scheme YXI affine
over XI . It is enough to prove this if Y = Spec Sym(DX ⊗ V ) where V is a vector
space. In this case YXI = Spec Sym(L ⊗ V ), L :=

⋃
N (π∗OX×XI/IN )∗, where

π : X × XI → XI is the projection to the second factor and I ⊂ OX×XI is the
product of the ideals of the subschemes x = xi of X ×XI , i ∈ I (we use the fact
that the sheaves π∗OX×XI/IN are locally free30).

Remarks. (to be used in 3.4.22) (i) We have shown that if Y = Spec Sym(M)
and M is a free DX -module, then YXI is flat over XI .

(ii) Suppose that a group scheme G over k acts on the DX -scheme Y . Then
it acts on YXn . Let Y G ⊂ Y be the subscheme of fixed points of G. Applying the
above multijet construction to Y G instead of Y , we get a DXn -scheme (Y G)Xn .
Then the morphism (Y G)Xn → YXn induces an isomorphism (Y G)Xn → (YXn)G

(this follows immediately from the definitions).

30This is not true if dim X > 1, so it is not clear if our multijet functor is representable in
this case.
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(iii) The above construction has étale local origin with respect to YX , so it
makes sense for an arbitrary (not necessary affine) algebraic DX -space YX .

The XI -scheme YXI has a natural structure of the DXI -scheme. Indeed, the
fibers of YXI over infinitely close R-points x, x̃ ofXI are naturally identified because
the completions X̂x and X̂x̃ coincide (“infinitely close” means that the restrictions
of x, x̃ : SpecR → X to the reduced part of SpecR coincide). So YXI = SpecAXI

for some DXI -algebra AXI .
Notice that YX = Y and therefore AX = BX . We will show that AXI =

BXI . As a first step, let us show that A has a structure of the quasi-factorization
algebra (see 3.4.14). Recall that this structure consists of morphisms ν(π) and c[π]

of (3.4.5.1) and (3.4.5.2) subject to axioms (a)–(d) and (f) from 3.4.5.
Suppose we have π : J → I. It yields a map ∆(π) : XI → XJ and a DXI -

morphism YXI → YXJ ×XJ XI (restricting a horizontal section of Y over a formal
neighbourhood of a finite subscheme to a formal neighbourhood of a smaller sub-
scheme). We get the morphism ν(π) of (3.4.5.1). We also have a similarly defined
DXJ -morphism YXJ →

∏
I

YXJi which is an isomorphism over U [π], and therefore

the isomorphism c[π] of (3.4.5.1). The axioms (a)–(d) and (f) from 3.4.5 are evident,
so A is a quasi-factorization algebra.

3.4.22. Theorem. There is a (unique) isomorphism of quasi-factorization al-
gebras A ∼−→ B such that the corresponding isomorphism AX

∼−→ BX is the identity.

Proof. (i) If we know that A is a factorization algebra (i.e., that AXI has no
non-zero sections supported at the diagonal divisor), then A = B. Indeed, A is
equipped with a morphism m : A ⊗ A → A satisfying the conditions (i)(d) of the
proposition in 3.4.20 and such that mX : AX ⊗ AX → AX is the multiplication in
BX = AX . So, by (ii) in the proposition in 3.4.20, the identity map AX

∼−→ BX
is an isomorphism of DX -algebras. Therefore it extends in a unique way to an
isomorphism A

∼−→ B of factorization algebras.
(ii) If BX is a free commutative DX -algebra, then AXI has no non-zero sections

supported at the diagonal divisor (see Remark (i) from 3.4.21) and therefore A = B.
(iii) Everything said above in 3.4.20–3.4.22 renders itself to the super setting

and to the DG setting. So if BX is a free commutative differential graded DX -
algebra, then A = B (as usual, “free” means “free as a Z-graded commutative
super DX -algebra”).

(iv) The statement of the theorem is local, so we can assume that X is affine.
Then BX has a free DG resolution; i.e., there is a free commutative differential
graded DX -algebra B̃X placed in degrees ≤ 0 equipped with a quasi-isomorphism
B̃X → BX (we consider BX as a DG algebra placed in degree 0). Applying the
DG version of the theorem in 3.4.9, we see that B̃X extends to a factorization DG
algebra B̃ = {B̃XI}I∈S. Applying to B̃X the multijet construction from 3.4.21,
we get a quasi-factorization DG algebra Ã equipped with a morphism Ã → A.
As explained in (iii), Ã = B̃. For every I the morphism B̃XI → BXI is a quasi-
isomorphism (see Remark (ii) in 3.4.4). So it remains to show that the morphism

(3.4.22.1) H0(ÃXI )→ AXI

is an isomorphism. Indeed, according to 1.1.16 a DG algebra is the same as a super
algebra with an action of the semi-direct product G of Gm and the super group H
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with Lie algebra k[−1] (k[−1] is odd and λ ∈ Gm acts on k[−1] as multiplication by
λ); the action of G defines the grading and the action of H defines the differential.
Since AXI is placed in non-positive degrees, SpecH0(ÃXI ) = (Spec ÃXI )G. So
the super version of Remark (ii) from 3.4.21 shows that (3.4.22.1) is indeed an
isomorphism. �

3.4.23. Let M `
X be a left DX -module. Then BX := SymM `

X is a commutative
DX -algebra. We will give an explicit description of the corresponding factorization
algebra B = {BXI}I∈S.

Let ZI ⊂ X ×XI be the union of the subschemes x = xi, i ∈ I (notice that ZI
is singular if |I| > 1). We have the projections πI : ZI → X and pI : Z → XI . Put

(3.4.23.1) MXI := pI∗π
†
IMX = (pI)∗π!

IMX [1− n], n := |I|.

Here we use the notion of a D-module on a singular scheme (see Remark in 2.1.3)
and notation from 2.1.4. Notice that since ZI naturally appears as a subscheme of
the smooth scheme X×XI , one can easily reformulate the definition of MXI using
only D-modules on smooth schemes. Namely, one has

(3.4.23.2) MXI = p∗(j∗j∗(MX � ωXI )/(MX � ωXI ))

where j : X ×XI r ZI ↪→ X ×XI and p : X ×XI → XI is the projection.
According to the proposition in 2.1.4, π†IMX is a D-module (not merely a

complex of D-modules). Since πI is finite, MXI is also a D-module. On the
complement U (I) of the diagonal divisor of XI our MXI is canonically isomorphic
to

∑
pr†iMX , where pri : XI → X is the ith projection. So on U (I) we have a

canonical isomorphism between SymM `
XI and B�I

X .

Proposition. This isomorphism comes from a unique isomorphism of DXI -
modules

(3.4.23.3) BXI = Sym (M `
XI ).

Proof. We use notation from 3.4.5. For any f : J → I we have ∆(f) : XI → XJ .
Then ∆(f)!MXJ = (pI)∗α∗α!π!

IMX [1 − n], n := |J |, where α is the embedding
ZI′ ×XI\I′ ↪→ XI and I ′ := f(I). So we get a canonical morphism

(3.4.23.4) ν(f) : ∆(f)∗M `
XJ →M `

XI .

We also have a canonical morphism Σpr∗iM
`
XJi
→ M `

XJ where pri : XJ → XJi is
the projection. Its restriction to U [f ] (see 3.4.5) is an isomorphism

(3.4.23.5) c[f ] : j[f ]∗
∑

pr∗iM
`
XJi

∼−→ j[f ]∗M `
XJ .

Set B̃XI := SymM `
XI . The (3.4.23.4) and (3.4.23.5) yield morphisms (3.4.5.1)

and (3.4.5.2) for B̃ which evidently satisfy properties (a)–(f) in 3.4.5.31 So B̃
is a commutative factorization algebra. By (ii) in the proposition in 3.4.20 the
corresponding commutative DX -algebra is BX := SymM `

X equipped with the usual
multiplication. �

31Axiom (b) holds since (3.4.23.4) for surjective f is an isomorphism; axiom (e) holds since
M`

XI has no non-zero sections supported at the diagonal divisor.
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3.4.24. Let MX be a DX -module, MXI the DXI -module defined by (3.4.23.1).
Consider the DX -scheme Y := V(M `

X) := Spec Sym(M `
X) and denote by YXI the

corresponding multijet DXI -scheme defined in 3.4.21.

Proposition. One has YXI = V(M `
XI ). More precisely, the canonical iso-

morphism YXI ×XI U (I) ∼−→ (YX)I ×XI U (I) ∼−→ V(M `
XI ) ×XI U (I) over the com-

plement U (I) ⊂ XI of the diagonal divisor extends (uniquely) to an isomorphism
YXI

∼−→ V(M `
XI ).

Proof. This is an immediate consequence of 3.4.22 and 3.4.23. Here is a direct
proof.

An R-point of YXI is a pair consisting of x = (xi) ∈ X(R)I and an R ⊗DX -
linear morphism R ⊗ M `

X → lim←−OX⊗R/OX⊗R(−nDx), where Dx is the sum of
the graphs of xi : SpecR → X considered as divisors on X ⊗ R. Put Lx :=
(jx)∗j∗x(ωX ⊗ R)/(ωX ⊗ R), where jx is the embedding (X ⊗ R) \ Dx ↪→ X ⊗ R.
An OX ⊗ R-morphism f : R ⊗ M `

X → lim←−OX⊗R/OX⊗R(−nDx) is the same as
an R-morphism ϕ : (pR)·(Lx ⊗OX

M `
X) → R where pR : X ⊗ R → SpecR is

the projection and (pR)· is the sheaf-theoretic direct image (ϕ is the composition
of the morphism (pR)·(Lx ⊗OX

M `
X) → (pR)·Lx induced by f and the “sum of

residues” morphism (pR)·Lx → R). An OX ⊗ R-linear morphism f : R ⊗M `
X →

lim←−OX⊗R/OX⊗R(−nDx) is DX ⊗ R-linear if and only if the corresponding ϕ :
(pR)·(Lx ⊗OX

M `
X)→ R factors through (pR)·(Lx ⊗DX

M `
X).

So R-points of YXI bijectively correspond to R-morphisms Px → R, where
Px := (pR)·(Lx ⊗DX

M `
X); i.e.,

(3.4.24.1) Px = (pR)·(ωX ⊗DX
N `
x), N `

x := jx∗j
∗
x(M

`
X ⊗R)/(M `

X ⊗R).

On the other hand, an R-point of V(M `
XI ) is a pair consisting of x = (xi) ∈ X(R)I

and an R-linear morphism M `
x → R where M `

x is the x-pull-back of the OXI -module
M `
XI to SpecR. We claim that M `

x = Px. To show this, notice that Dx is the x-
pull-back of the closed subscheme ZI ⊂ X×XI from 3.4.23. According to (3.4.23.2)
one has

M `
XI = p∗N

` = p·(ωX ⊗DX
N `), N ` := j∗j

∗(M `
X � OXI )/(M `

X � OXI ).

Comparing this description of M `
XI with (3.4.24.1), we see that M `

x = Px.
So we have constructed an X-isomorphism YXI

∼−→ V(M `
XI ). It is easy to see

that it is a DXI -isomorphism and that it induces the required isomorphism over
the complement of the diagonal divisor. �

3.5. Operator product expansions

In this section we identify a chiral algebra structure on a D-module with a
commutative and associative ope product. Here ope stands for “operator product
expansion”. This shows that our chiral algebras are related to their namesake from
mathematical physics and - in the translation equivariant setting - amount to vertex
algebras (see 0.15). This approach uses non-quasi-coherent D-modules (referred to
as “D-sheaves” below), which requires some care. The ope set-up is convenient for
writing formulas and can be considered as a direct generalization of the notion of
the DX -algebra (see 2.3). It is also very convenient in the (g,K)-modules setting
(see 3.5.15).
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3.5.1. Let us begin with some preliminary considerations. For a smooth variety
P a DP -sheaf is any (not necessarily quasi-coherent) sheaf of left D-modules on Pét.
We denote the category of DP -sheaves by M̄`(P ), so M`(P ) is a full subcategory of
M̄`(P ). The OP -tensor product defines on M̄`(P ) a structure of the tensor category.
Let i : Z ↪→ P be a closed smooth subvariety and I ⊂ OP the corresponding ideal.
If F is a DP -sheaf, then i∗F := i·(F/IF ) is a DZ-sheaf in the usual way.

3.5.2. Lemma. (i) The functor i∗ : M̄`(P ) → M̄`(Z) admits a right adjoint
functor i∗̂ : M̄`(Z)→ M̄`(P ) which is exact and fully faithful. It identifies M̄`(Z)
with the full subcategory of those DP -sheaves F for which F = lim←−F/I

nF .
(ii) For a DZ-sheaf G set i∗G := (i∗ωZ)` ⊗ i∗̂G.32 The functor i∗ : M̄`(Z) →

M̄`(P ) is exact, fully faithful, and right inverse to i∗. A DP -sheaf belongs to its
image if and only if everyone of its local sections is killed by some power of I.

(iii) The above i∗ coincides on M`(Z) with the direct image functor from 2.1.3:
for N ∈M(Z) one has i∗(N `) = (i∗N)`.

Sketch of a proof. (i) The existence of i∗̂ follows from right exactness of i∗, as
well as the fact that i∗̂ has the local nature. One can describe i∗̂G explicitly: for an
open U one has Γ(U, i∗̂G) = Hom(i∗DU , GU ) (the morphisms of DU∩Z-sheaves).
This easily implies all the assertions in (i) and also (ii) and (iii) (use Kashiwara’s
lemma; see 2.1.3). �

Remark. The functor i∗ commutes with tensor products. Therefore i∗̂ is
naturally a pseudo-tensor functor adjoint to i∗ as a pseudo-tensor functor (see 1.1.5).
Namely, for Fi ∈ M̄`(P ) one has the identification Hom(⊗i∗Fi, G) = Hom(i∗ ⊗
Fi, G) = Hom(⊗Fi, i∗̂G). So if A is a DZ-algebra, then i∗̂A is a DP -algebra, and if
N is an A-module, then i∗̂N and i∗N are i∗̂A-modules.

3.5.3. Suppose Z is a divisor; let j : U := P r Z ↪→ P be the complementary
open embedding. For a DZ-sheaf G set

(3.5.3.1) i∗̃G := (i∗̂G)⊗ j∗OU ∈ M̄`(P ).

It is easy to see that the canonical map i∗̂G → i∗̃G is injective. Since (i∗ωZ)` =
j∗OU/OU , we get a canonical exact sequence

(3.5.3.2) 0→ i∗̂G→ i∗̃G→ i∗G→ 0.

Remark. Since · ⊗ j∗OU is a tensor functor, the remark in 3.5.2 shows that i∗̃
is a pseudo-tensor functor.

3.5.4. Lemma. (i) The projection i∗̃G → i∗G is a universal morphism from
a DP -sheaf which is a j∗OU -module to i∗G. The same is true for OP -module
morphisms.

(ii) For any DP -sheaf F one has

(3.5.4.1) Hom(F, i∗̃G) ∼←−Hom(F ⊗ j∗OU , i∗̃G) ∼−→Hom(F ⊗ j∗OU , i∗G).

Proof. (ii) follows from (i), and (i) essentially says that one recovers i∗̃G from
i∗G by the “Tate module” construction. Namely, for a DP - (or OP -) sheaf Q which
is a j∗OU -module one lifts a morphism α : Q→ i∗G to α̃ : Q→ i∗̃G by the formula
α̃(f) = lim←− q

nα(q−nf). Here f ∈ F ⊗j∗OU , q ∈ OP an equation of Z, so qnα(q−nf)
is a well-defined element of i∗̃G/Ini∗̂G. �

32Here (i∗ωZ)` ∈ M`(P ); see 2.1.1 and 2.1.3.
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Remark. We also have the canonical isomorphisms

(3.5.4.2) Hom(F, i∗̃G) ∼←− lim
−→

Hom(Fξ, i∗̂G) ∼−→ lim
−→

Hom(i∗Fξ, G),

where Fξ runs the set of DP -subsheaves of F⊗j∗OU such that Fξ ·j∗OU = F⊗j∗OU .
The first arrow assigns to Fξ → i∗̂G its tensor product with j∗OU ; the second
arrow is the adjunction isomorphism. The inverse map to the first arrow sends
ϕ : F ⊗ j∗OU → i∗̃G to ϕξ : Fξ → i∗̂G where Fξ := ϕ−1(i∗̂G), ϕξ is the restriction
of ϕ to Fξ.

Notice that if both F and G are quasi-coherent, then, as follows from the above
lemma, we may assume in (3.5.4.2) that all the Fξ’s are quasi-coherent.

3.5.5. Let us return to our situation, so X is a curve. For a finite non-empty
I and a DX -sheaf G set ∆̂(I)

∗ G := ∆(I)
∗̂G and

(3.5.5.1) ∆̃(I)
∗ G := (∆̂(I)

∗ G)⊗ j(I)∗ OU(I) ∈ M̄(XI).

The obvious morphism ∆̂(I)
∗ G → ∆̃(I)

∗ G is injective. Note that ∆̂(I)
∗ G has the

following explicit description. For 0 ∈ I consider a DXI -sheaf pr∗0G := G�O
�Ir{0}
X .

Then ∆(I)p̌r∗0G = G; hence ∆̂(I)
∗ G = lim←− pr

∗
0G/I

n
∆pr

∗
0G = lim←−OXI/In∆ ⊗

OX

G where

I∆ ⊂ OXI is the ideal of the diagonal X ⊂ XI .

Example. Let t be a local coordinate on X, I = {1, 2}. Then ∆̂(I)
∗ G =

G1[[t1 − t2]] = G2[[t1 − t2]] and ∆̃(I)
∗ G = G1((t1 − t2)) = G2((t1 − t2)) where G1,

resp. G2, is a copy of G considered as a D-sheaf along the first, resp. second,
variable in X ×X.

More generally, for S ∈ Q(I) let ∆(I/S) : XS ↪→ XI be the diagonal embedding
and j(I/S) : U (I/S) ↪→ XI the complement to the diagonals containing XS . For
F ∈ M̄(XS) set

(3.5.5.2) ∆̃(I/S)
∗ F := (∆̂(I/S)

∗ F )⊗ j(I/S)
∗ OU(I/S) ∈ M̄(XI).

Note that if F is a j(S)
∗ OU(S)-module, then ∆̃(I/S)

∗ F is a j(I)∗ OU(I)-module.
For an interval I = {I1 < · · · < In = I} ⊂ Q(I) and G ∈ M̄(X) set

(3.5.5.3) ∆̃(I)
∗ G := ∆̃(In/In−1)

∗ . · · · ∆̃(I2/I1)
∗ ∆̃(I1)

∗ G ∈ M̄(XI).

This is a j(I)∗ OU(I)-module. For I′ ⊂ I one has ∆̃(I′)
∗ G ⊂ ∆̃(I)

∗ G.

Examples. One has ∆̃({I})
∗ G = ∆̃(I)

∗ G. If I = {1, · · · , n} and Ia is its quotient
modulo the relation a = a+1 = · · · = n, then ∆̃(I)

∗ G = Gi((t1−t2)) · · · ((tn−1−tn)).
Here i is any element in [1, n] and Gi is a copy of G considered as a D-sheaf along
the ith variable in Xn.

3.5.6. Suppose I is a maximal interval; i.e., |Ia| = a+1. We have a natural pro-
jection πI : ∆̃(I)

∗ G→ ∆(I)
∗ G defined as the composition of maps ∆(I/Ik)

∗ ∆̃(I≤k)
∗ G→

∆(I/Ik−1)
∗ ∆̃(I≤k−1)

∗ G coming from the projection ∆̃(Ik/Ik−1)
∗ → ∆(Ik/Ik−1)

∗ . It is clear
that any non-trivial j(I)∗ OU(I)-submodule of ∆̃(I)

∗ G projects non-trivially to ∆(I)
∗ G,

so for any DXI -sheaf N we have Hom(N, ∆̃(I)
∗ G) ∼← Hom(N ⊗ j(I)∗ OU(I) , ∆̃(I)

∗ G) ↪→
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Hom(N ⊗ j
(I)
∗ OU(I) ,∆(I)

∗ G) where the right arrow comes from πI. In particu-
lar, for any Li,M ∈ M(X) one has a canonical embedding (here λI comes from
ωXI ⊗ λI = ω�I

X , see 3.1.4, and we use 3.5.2(iii))

(3.5.6.1) Hom(�L`i , ∆̃
(I)
∗ M) ↪→ P chI ({Li},M)⊗ λI .

3.5.7. We will need a technical lemma. Consider the Cousin complex for
C(ω)XI from the proof in 3.1.5. Tensoring it by (∆̂(I)

∗ G)ω−1
XI [−|I|], we get a com-

plex CI(G) of DXI -sheaves with terms CI(G)m := ⊕
T∈Q(I,|I|−m)

∆(I/T )
∗ ∆̃(T )

∗ G (in

particular, CI(G)0 = ∆̃(I)
∗ G) which is a resolution of ∆̂(I)

∗ G.

Lemma. Suppose that N ∈ M̄(XI) is a j(I)∗ OU(I)-module. Then the sequence

0→ Hom(N,CI(G)0)→ Hom(N,CI(G)1)→ Hom(N,CI(G)2)

is exact.

Proof. The statement is X-local, so let us choose an equation q = 0 of the
diagonal divisor; then ∆̃(I)

∗ G = lim←− ∆̃(I)
∗ G/qn∆̂(I)

∗ G. Now use the fact that for any

n the sequence 0→ ∆̃(I)
∗ G/qn∆̂(I)

∗ G→ C0
I

q−nd0−−−−→ CI(G)1 d1−→ CI(G)2 is exact. �

3.5.8. For an I-family of DX -sheaves set

(3.5.8.1) OI({Fi}, G) := Hom(�Fi, ∆̃
(I)
∗ G) = Hom((�Fi)⊗ j(I)∗ OU(I) , ∆̃(I)

∗ G).

This is the vector space of I-ope’s. They have a local nature with respect to the
étale topology of X.

For example, in the notation of Example in 3.5.5, a binary ope ◦ : F � F ′ →
∆̃(I)
∗ G is a series f, f ′ 7→

∑
(t1 − t2)i(f ◦

i
f ′)2 where f ◦

i
f ′ ∈ G and (f ◦

i
f ′)2 is the

corresponding section of G2.
Ope’s are not operations in the sense of 1.1 for the composition of ope’s need

not be an ope: it belongs to a larger vector space. Namely, for J � I and a J-family
{Ej} of DX -sheaves the ope composition map

(3.5.8.2) OI({Fi}, G)⊗ (⊗
I
OJi

({Ej}, Fi)) −→ Hom(�Ej , ∆̃
({I,J})
∗ G)

sends γ ⊗ (⊗δi) to γ(δi) defined as the composition �
J
Ej

�δi−−→ �
I

∆̃(Ji)
∗ Fi −→

∆̃(J/I)
∗ (�Fi) −→ ∆̃(J/I)

∗ ((�Fi)⊗ j(I)∗ OU(I))
∆̃(J/I)
∗ (γ)−−−−−−→ ∆̃({I,J})

∗ G.

We say that ope’s (γ, {δi}) compose nicely if γ(δi) takes values in ∆̃(J)
∗ G ⊂

∆̃({I,J})
∗ G, so γ(δi) ∈ OJ({Ej}, G).

Remark. The canonical identification Hom(�Fi, ∆̂
(I)
∗ G) = Hom(⊗Fi, G) (see

3.5.2(i)) and the embedding ∆̂(I)
∗ G ↪→ ∆̃(I)

∗ G yield an embedding

(3.5.8.3) Hom(⊗Fi, G) ⊂ OI({Fi}, G).

Ope’s from the left-hand side always compose nicely, and their ope composition
coincides with the composition in M(X)!.

The composition of ope’s is associative in the following sense. LetK � J be an-
other surjection. For a K-family {Ck} of DX -sheaves and ope’s ε ∈ OKj

({Ck}, Ej)
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the double composition morphisms (γ(δi))(εj), γ(δi(εj)) ∈ Hom(�Ck, ∆̃
({I,J,K})
∗ G)

are defined, respectively, as compositions

�Ck
�εj−−→ �∆̃(Kj)

∗ Ej −→ ∆̃(K/J)
∗ (�Ej)

∆̃(K/J)
∗ (γ(δi))−−−−−−−−−→ ∆̃({I,J,K})

∗ G,

�Ck
�δi(εj)−−−−−→ �∆̃({Ji,Ki})

∗ Fi −→ ∆̃(K/J)
∗ ∆̃(J/I)

∗ (�Fi)
∆̃(K/J)
∗ ∆̃(J/I)

∗ (γ)−−−−−−−−−−−→ ∆̃({I,J,K})
∗ G.

The associativity property says that they coincide.

3.5.9. Let ◦ ∈ O2({G,G}, G) be a binary ope, a � b 7→ a ◦ b ∈ ∆̃∗G. We
say that ◦ is associative if both (◦, {◦, idG}), (◦, {idG, ◦}) compose nicely and the
composition ope’s ∈ O3({G,G,G}, G) coincide, and we say ◦ is commutative if it is
fixed by an obvious “transposition of coordinates” symmetry of O2({G,G}, G).

We call ◦ an ope algebra product on G and (G, ◦) an ope algebra.
A unit for ◦ is a horizontal section 1 ∈ G such that for every a ∈ G one has

a ◦ 1, 1 ◦ a ∈ ∆̂∗G ⊂ ∆̃∗G and modulo I∆∆̂∗G both a ◦ 1 and 1 ◦ a equal a ∈ G. A
unit is unique, if it exists.

Remarks. (i) For ◦ ∈ Hom(G ⊗ G,G) ⊂ O2({G,G}, G) (see (3.5.8.3)) the
above notions of associativity and commutativity are the same as the usual notions
in M(X)!.

(ii) If ◦ is associative and commutative, then the triple product ◦3 := ◦({◦, idG})
is fixed by the action of the symmetric group of three variables.

3.5.10. According to (3.5.4.1) the canonical embedding (3.5.6.1) is an isomor-
phism for |I| = 2, so for any A ∈M(X) one has a canonical bijection

(3.5.10.1) P ch2 ({A,A}, A)⊗ λ{1,2}
∼−→ O2({A`, A`}, A`), µ 7→ ◦µ.

Now we can state the main result of this section:

Theorem. The above bijection identifies the set of chiral Lie brackets with
the set of commutative and associative ope algebra products. A horizontal section
1 ∈ A` is a unit for µ if and only if it is a unit for ◦µ.

Proof. We will prove the first statement; the second one is left to the reader.
Since (3.5.10.1) commutes with transposition of coordinates, skew-commutative

µ correspond to commutative ◦µ. Take such µ. Let us show that the Jacobi identity
for µ amounts to the associativity of ◦ = ◦µ.

Set R := j
(I)
∗ j(I)∗(A`�I). By 3.5.4 for every S ∈ Q(I, |I| − 1) we have isomor-

phisms

Hom(A`�I , ∆̃({S,I})
∗ A`) ∼←−Hom(R, ∆̃(I/S)

∗ ∆̃(S)
∗ A`) ∼−→Hom(R,∆(I/S)

∗ ∆̃(S)
∗ A`).

Since Hom(R, ∆̃(I)
∗ A`) = Hom(A`�I , ∆̃(I)

∗ A`), the exact sequence from 3.5.7
looks like

0→ Hom(A`�I , ∆̃(I)
∗ A`) d0−→ ⊕

S∈Q(I,|I|−1)
Hom(A`�I , ∆̃({S,I})

∗ A`)

d1−→ ⊕
T∈Q(I,|I|−2)

Hom(R,∆(I/T )
∗ ∆̃(T )

∗ A`).

The symmetric group of I indices acts on it in the obvious way.
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Now suppose that I = {1, 2, 3}. The third vector space in the above exact
sequence is Hom(j(3)∗ j(3)∗(A`�3),∆(3)

∗ A`) = P ch3 ({A,A,A}, A) ⊗ λ{1,2,3} (use the
identification ω�3

X = ωX3⊗λ{1,2,3}). Our ◦ is commutative, so for every S ∈ Q(I, 2)
we have the corresponding iterated product ◦̄S ∈ Hom(A`�3, ∆̃({S,I})

∗ A`). For
example, if S identifies 1, 2 ∈ I, then ◦̄S = ◦(◦, id). The element ◦̄3 := Σ◦̄S of
the middle term of the above exact sequence is invariant with respect to the action
of the symmetric group. As follows from the construction, one has d1(◦(◦, id)) =
µ(µ, idA). Therefore d1(◦̄3) is exactly the sum of terms of the Jacobi identity,
so d1(◦̄3) = 0 if and only if µ is a Lie bracket. On the other hand, by the very
definition, ◦ is associative if and only if ◦̄3 lies in the image of d0. Since our sequence
is exact, we are done. �

3.5.11. From the point of view of factorization algebras, for a chiral algebra
A the corresponding ope ◦A := ◦µA

is the glueing datum for A`X×X . Namely, for
a, b ∈ A` the ope a ◦A b is the restriction of a � b, considered as a section of A`X2

on the complement to the diagonal, to the punctured formal neighbourhood of the
diagonal.

This implies, in particular, that ◦A is compatible with the tensor product of
chiral algebras (see 3.4.15). Namely, the morphism ⊗(∆̃∗A

`
α)→ ∆̃∗(⊗A`α) (see the

remark in 3.5.3) sends ⊗◦Aα to ◦⊗Aα .

3.5.12. Lemma. Let (A`, ◦) be a commutative and associative ope algebra.
Then for any finite non-empty I one has a canonical I-fold ope product operation
◦I ∈ OI({A`}, A`). These operations are uniquely determined by the following
properties:

(i) If |I| = 1, then ◦I = idA` ; if |I| = 2, then ◦I = ◦.
(ii) For every J � I the operations (◦I , {◦Ji

}) compose nicely; the composition
is ◦J .

Proof. We define ◦I by induction. We know ◦I if |I| ≤ 3. Now let I be a
finite set of order n > 3, and assume that we know ◦I′ for |I ′| < n so that (i), (ii)
hold. Consider the exact sequence from the proof in 3.5.10. For S ∈ Q(I, n − 1)
set ◦̄S := ◦S(◦{a,b}, idA`

i
)i 6=a,b ∈ Hom(A`�I , ∆̃(I,S)A`). Here a, b ∈ I are the two

distinct S-equivalent elements. Set ◦̄I := Σ◦̄S ∈ ⊕
S∈Q(I,n−1)

Hom(A`�I , ∆̃(I,S)A`).

The associativity of composition (see 3.5.8) and the existence of ◦3 imply that
d1(◦̄I) = 0. Hence ◦̄I = d0(◦I) for certain ◦I uniquely determined by this condition.
Property (ii) follows from associativity of composition. �

Remark. Let us describe ◦I from the point of view of factorization algebras.
Consider a factorization algebra that corresponds to our ope algebra. In particular,
we have a DXI -module A`XI whose pull-back to the diagonal equals A`. Thus its
formal completion at the diagonal equals ∆̂∗A

` (see 3.5.2 and 3.5.5). Now ◦I is the
composition A`�I → j

(I)
∗ j(I)∗A`�I

∼−→ j
(I)
∗ j(I)∗A`XI → ∆̃(I)

∗ A`.

3.5.13. Let us translate some of the definitions from 3.3 in the ope language.
Let (A,µ) be a chiral algebra, and let (A`, ◦) be the corresponding ope algebra.

By definition, the Lie∗ bracket [ ]µ : A�A→ ∆∗A coincides with the compo-
sition A`�A`

◦−→ ∆̃∗A
` → ∆∗A

` tensored by idωX2 ; hence [ ]µ is the singular part
of ◦. Therefore our chiral algebra is commutative if and only if ◦ takes values in
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∆̂∗A
` ⊂ ∆̃∗A

`; i.e., ◦ ∈ Hom(A`⊗2, A`) ⊂ O2({A`, A`}, A`) (see (3.5.8.3)). Notice
that Remark (i) from 3.5.9 provides another proof of (3.3.2.1), (3.3.3.1).

3.5.14. If (G, ◦) is an ope algebra, then a G-module is a DX -sheaf N to-
gether with an ope pairing ◦N ∈ O2({G,N}, N) such that both ◦N (◦, idN ) and
◦N (idG, ◦N ) compose nicely and the compositions ∈ O3({G,G,N}, N) coincide. If
G has unit, then one defines a unital G-module in the obvious manner.

Let A be a chiral algebra as above, M an A-module, so we have the chiral
action µM ∈ P ch2 ({A,M},M). Let ◦M ∈ O2({A`,M `},M `) be the corresponding
ope pairing (see 3.5.10). This is an (A`, ◦)-module structure on M . This identifies
the category of (A,µ)-modules with that of (quasi-coherent) (A`, ◦)-modules. This
follows directly from 3.5.10 (use 3.3.5(i)).

As in 3.5.8 one can write ◦M in terms of a local coordinate t as a morphism
A` �M → M2((t1 − t2)), a,m 7→

∑
(t1 − t2)i(a ◦

i
m)2. For fixed a the map M →

M2((t1 − t2)), m 7→ a ◦M m, is the vertex operator corresponding to a.

3.5.15. The ope approach is quite convenient in the setting of (g,K)-modules
(see 3.1.16; we follow the notation of loc. cit. and 2.9.7). Namely, for Mi N ∈
M(g,K) one defines OI({Mi}, N) as HomGI (⊗Mi, ∆̃

(I)
∗ N) where we set ∆̃(I)

∗ N :=
F̃ (I) ⊗

F (I)
∆̂(I)
∗ N . With this definition the results of this section (in particular, the

theorem in 3.5.10) remain valid for (g,K)-modules. For g = k an ope algebra
is the same as a vertex algebra in the sense of [B1] or [K] 1.3. An ope algebra
for G = Aut k[[t]] (see 2.9.9) is the same as a quasi-conformal vertex algebra in
the sense of [FBZ] 5.2.4. The functors defined by (g,K)-structures transform ope
algebras to ope algebras; this is the same as the old transformation of chiral algebras
(see 3.3.14). In particular, quasi-conformal vertex algebras define universal chiral
algebras on any curve, which is [FBZ] 18.3.3.

3.6. From chiral algebras to associative algebras

In this section we consider some functors which assign to a chiral algebra A
on X certain associative “algebras of observables.” In a local situation, fixing a
point x ∈ X, we define two associative (closely related) algebras: a topological
algebra Aasx which governs the category of A-modules supported at x and a filtered
Wick algebra Awx that encodes the standard rules of thumb for manipulating vertex
operators (e.g., the expression of the coefficients of the operator product expansion
as normally ordered products). If A is commutative, then Aasx is the algebra of
functions on the space of horizontal sections of SpecA` over the formal punctured
disc at x.

The above associative algebras are omnipresent in the vertex algebra literature
as algebras of operators acting on concrete modules. The reader who wants to
acquire some computational skills is advised to look into [K], [FBZ].

In 3.6.1 we introduce “normally ordered” tensor product ~⊗ of topological vector
spaces, which is a general monoidal category context for the topological associative
algebras we will consider. The topological algebra Aasx is studied in 3.6.2–3.6.10. We
define Aasx in 3.6.2, describe it as a certain completion of h(jx∗j∗xA)x in 3.6.4–3.6.7,
check compatibility with tensor products in 3.6.8, and compare it with a construc-
tion from [FBZ] 4.1.4, 4.1.5 in 3.6.9–3.6.10. The Wick algebra Awx is defined in
3.6.11; it is mapped into Aasx in 3.6.12. The situation when x varies is considered in
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3.6.13–3.6.14. We describe arbitrary A-modules as modules over a sheaf of topolog-
ical associative DX -algebras Aas in 3.6.15–3.6.17. If A is commutative, then Aasx
coincides with the same-noted algebra from 2.4. We look at the situation when
x varies and show in 3.6.19 that the functor A 7→ Aasx preserves formally smooth
and formally étale morphisms. Finally 3.6.20–3.6.21 contains some remarks about
a global version of the Wick algebra.

A natural problem is to assign (in the analytic setting) to any oriented loop γ on
X an associative algebra Aasγ ; the algebra Aasx should correspond to the infinitely
small loop around the punctured point x. The construction of the global Wick
algebra has to do with this question.

3.6.1. A digression on ~⊗. The reader can skip this subsection at the mo-
ment, returning when necessary.

Below, “topological k-vector space” means a k-vector space equipped with a
complete and separated linear topology. The category of topological vector spaces
is a monoidal k-category with respect to the “normally ordered” tensor product ~⊗
defined as follows. For V1, . . . , Vn the tensor product V1~⊗ · · · ~⊗Vn is the completion
of the plain tensor product V1 ⊗ · · · ⊗ Vn with respect to a topology in which
a vector subspace U is open if and only if for every i, 1 ≤ i ≤ n, and vectors
vi+1 ∈ Vi+1, . . . , vn ∈ Vn there exists an open subspace P ⊂ Vi such that U ⊃
V1 ⊗ · · · ⊗ Vi−1 ⊗ P ⊗ vi+1 ⊗ · · · ⊗ vn. The tensor product ~⊗ is associative but not
commutative. The unit object is k.

Examples. Consider k((t)) as a topological k-vector space equipped with the
usual “t-adic” topology. Then for every topological k-vector space V there is
an obvious canonical identification V ~⊗k((t)) = V ((t)). One has (EndV )((t)) ⊂
End(V ~⊗k((t))). Thus for every endomorphism g of V the endomorphism 1 − g~⊗t
of V ~⊗k((t)) is invertible; if g is invertible, then so is g~⊗1− 1~⊗t.

In particular, we see that

(3.6.1.1) k((t1))~⊗ · · · ~⊗k((tn)) = k((t1)) · · · ((tn)).

Any k((t))-vector space V is naturally a topological k-vector space: a subspace
U ⊂ V is open if its intersection with every k((t))-line in V is “t-adically” open.
Suppose that Vi, i = 1, . . . , n, are k((ti))-vector spaces. Then (3.6.1.1) yields a
canonical map

(3.6.1.2) (V1 ⊗ · · · ⊗ Vn) ⊗
k((t1))⊗···⊗k((tn))

k((t1)) · · · ((tn))→ V1~⊗ · · · ~⊗Vn

which is an isomorphism if the Vi’s have finite k((ti))-dimension.

An associative algebra in our monoidal category is the same as a topological
associative algebra whose topology has a base formed by left ideals. Below we call
such an R simply a topological associative algebra;33 we always assume it to be
unital. For a topological vector space V the free topological associative algebra
generated by V is denoted by ~TV , so ~TV = k⊕ V ⊕ V ~⊗2 ⊕ · · · (equipped with the
direct limit topology).

For a k-vector space M considered as a discrete topological vector space a
left unital R-action on M in the sense of our monoidal category is the same as a

33So the ring of Laurent formal power series k((t)) with its usual topology is not a topological
algebra in this sense.
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continuous left unital R-action (which means that the annihilator of every m ∈M
is an open ideal). M equipped with such an action is called a discrete R-module.
The category of discrete R-modules is denoted by Rmod.

Remarks. (i) OurR reconstructs fromRmod and the obvious forgetful functor
from Rmod to (discrete) vector spaces as the (topological) endomorphism algebra
of this functor.

(ii) For a discrete vector space V the algebra End(V ) equipped with the weakest
topology such that its action on V is continuous is a topological associative algebra.
The category of discrete End(V )-modules is semisimple; each irreducible object is
isomorphic to V .

(iii) A right R-action on M in our monoidal category is the same as a plain
right R-action such that the annihilator of M is open in R; i.e., the action factors
through R/I where I is an open two-sided ideal. We will not consider such senseless
objects.

The category of topological vector spaces also carries a symmetric monoidal
structure defined by the usual completed tensor product ⊗̂Vα := lim←−⊗(Vα/Vαξ),
where Vαξ runs the set all open subspaces in Vα. So we have a natural continuous
morphism V1~⊗ · · · ~⊗Vn → V1⊗̂ · · · ⊗̂Vn. The tensor products ~⊗ and ⊗̂ mutually
commute: for a collection {Vαi} of topological vector spaces bi-indexed by {α}
and i = 1, . . . , n one has ⊗̂(Vα1~⊗ · · · ~⊗Vαn) = (⊗̂Vα1)~⊗ · · · ~⊗(⊗̂Vαn). Therefore if
the Rα are topological associative (unital) algebras, then so is ⊗̂Rα; if the Vα are
discrete (unital) Rα-modules, then ⊗Vα is a discrete (unital) ⊗̂Rα-module.

Remarks. (i) A topological associative algebra which is commutative (as an
abstract algebra) is the same as a commutative algebra with respect to ⊗̂.

(ii) The topological associative algebra End(V ) (see the previous Remark (ii))
is not an algebra in the sense of ⊗̂ and the action morphism End(V )~⊗V → V does
not extend to End(V )⊗̂V unless dimV <∞.

3.6.2. The first definition of Aasx . Let x ∈ X be a closed point and ix :
{x} ↪→ X, jx : Ux ↪→ X the complementary embeddings. Denote by Ox the
formal completion of the local ring at x, Kx its quotient field. Below, t is a formal
parameter at x (we fix it for mere notational convenience), so Ox = k[[t]], Kx =
k((t)).

Let A be a chiral algebra on X. We will assign to it a topological associative
algebra Aasx . Here is a quick definition. Denote by M(X,A)x the category of A-
modules supported at x. We have a faithful exact functor i!x = h on M(X,A)x with
values in the category of vector spaces. Our Aasx is the algebra of endomorphisms of
this functor equipped with the standard topology (its base is formed by annihilators
of elements of hM , M ∈M(X,A)x). Unfortunately this definition says little about
the structure of Aasx (to the extent that it smells of set-theoretic problems). So we
will give another “concrete” definition of Aasx comparing it with the above definition
later in 3.6.6.

Remark. The reader may prefer to consider instead of M(X,A)x the sub-
category MO(X,A)x of MO(X,A) (see 3.3.5(ii)) which consists of modules sup-
ported scheme-theoretically at x.34 The induction functor (3.3.5.1) identifies it
with M(X,A)x.

34I.e., killed by the maximal ideal mx ⊂ Ox.
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3.6.3. Lemma. The functor M(X, jx∗j∗xA)x →M(X,A)x defined by the obvi-
ous morphism of chiral algebras A→ jx∗j

∗
xA is an equivalence of categories.

Proof. Let M be a D-module supported at x. We want to show that every
A-action on M extends uniquely to a jx∗j

∗
xA-action, and this extension is com-

patible with the morphisms of the M ’s. Notice that for every finite family of DX -
modules Ai, i ∈ I, the obvious morphism of DX Ĩ -modules35 j(Ĩ)∗ j(Ĩ)∗((�

I
Ai)�M)→

j
(Ĩ)
∗ j(Ĩ)∗((�

I
jx∗j

∗
xAi) � M) is an isomorphism. Thus P ch

Ĩ
({jx∗j∗xAi,M},M) ∼−→

P ch
Ĩ

({Ai,M},M). This implies the desired statement (take Ai = A). �

Remark. Suppose M is an A-module supported at x. Let us write the A-
action as the ope ◦M (see 3.5.14). By Kashiwara’s lemma we can replace M
by i!xM = hM , i.e., consider ◦M as a morphism36 A`Ox

→ Hom(hM, hM((t))),
a 7→ (m 7→ a ◦M m), compatible with the action of differential operators.37 Then
the ope for the jx∗j

∗
xA-action on M is simply the Kx-linear extension A`Kx

→
Hom(hM, hM((t))) of ◦M .

3.6.4. The second definition of Aasx . We change the notation: from now
till 3.6.13 our A is a chiral algebra on Ux. Set M(X,A)x := M(X, jx∗A)x.

Denote by Ξasx the set of chiral subalgebras Aξ ⊂ jx∗A which coincide with A
over Ux. If Aξ, Aξ′ are in Ξasx , then so is Aξ ∩Aξ′ , so Ξasx is a topology on jx∗A at
x (see 2.1.13 for terminology).

Remark. As in Remark (i) in 2.1.13 the map Aξ 7→ AξOx
identifies Ξasx with

the set of chiral subalgebras of AKx
= (jx∗A)Ox

= AOx
⊗Kx with torsion quotient,

and we can consider Ξasx as a topology on AKx or on h(AKx).

The fibers A`ξx := i∗xA
`
ξ = i!x(jx∗A/Aξ) form a Ξasx -projective system of vector

spaces connected by surjective morphisms. We denote by Aasx its projective limit.
Equivalently (see 2.1.13), Aasx is the completion of h(jx∗A)x or h(AKx) with respect
to the Ξasx -topology. So every A`ξx is a quotient of Aasx modulo an open submodule
Iξ.

We are going to define on Aasx a canonical structure of the associative algebra
such that the Iξ become left ideals. To do this, we need an auxiliary lemma. For
ξ ∈ Ξasx let 1ξx ∈ Aasξ /Iξ = i∗xA

`
ξ = i!x(jx∗A/Aξ) be the value at x of the unit section

of A`ξ.

3.6.5. Lemma. For every ξ ∈ Ξasx and M ∈ M(X,Aξ) the map ϕ 7→ ϕ(1ξx)
identifies Hom(jx∗A/Aξ,M) with the space of Aξ-central sections of M supported
scheme-theoretically at x.

Proof (cf. Exercise (ii) in 3.3.7). It is clear that 1ξx is a central section. Since it
generates jx∗A/Aξ, our map is injective. The inverse map is constructed as follows.
Assume we have an Aξ-central section m of M supported scheme-theoretically at x;
let us define the corresponding morphism ψm. We can assume that M is generated
by m; hence M is supported at x. Thus, by 3.6.3, M is a jx∗A-module. Consider
the chiral action morphism jx∗A�M → ∆∗M . Pulling it back by (idX × ix)!, we

35Here Ĩ := I t ·.
36Recall that AOx := A ⊗

Ox

Ox, AKx := A ⊗
Ox

Kx.

37DX acts on the right-hand side as on the Laurent series k((t)) = Kx.
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get a morphism of DX -modules ψ : jx∗A ⊗ i!xM → M . Since m is Aξ-central, the
morphism jx∗A→M , b 7→ ψ(b⊗m), vanishes on Aξ, so we have ψm : jx∗A/Aξ →
M . One checks immediately that it is a morphism of Aξ-modules. This is the
morphism we want. �

3.6.6. Set Φξ := jx∗A/Aξ. This is an Aξ-module supported at x, hence a
jx∗A-module by 3.6.3.

Notice that the projection jx∗A→ Φξ is not a morphism of jx∗A-modules unless
Φξ = 0.

For Aξ′ ⊂ Aξ the canonical projection Φξ′ � Φξ is a morphism of Aξ′ -modules,
hence, by 3.6.3, that of jx∗A-modules. We have defined a Ξasx -projective system
Φ = {Φξ} in M(X,A)x. One has i!xΦ = Aasx . Set 1x := lim←− 1ξx ∈ Aasx .

Take any M ∈ M(X,A)x. For every m ∈ i!xM its centralizer (see 3.3.7; here
we consider m as a section of M) belongs to Ξasx . Therefore, by 3.6.5, we have

(3.6.6.1) Hom(Φ,M) :=
⋃

Hom(Φξ,M) ∼−→ i!xM = h(M), ψ 7→ ψ(1x).

In particular, Aasx = End Φ. We define on Aasx the structure of an associative
algebra so that this identification becomes an anti-isomorphism of algebras (so Φ
is a right Aasx -module). Therefore Aasx is the algebra of endomorphisms of the
functor h on M(X,A)x, as was promised in 3.6.2. The element 1x is the unit of our
associative algebra. We see that Aasx is a topological associative unital algebra in
the sense of 3.6.1 and every i!xM is a discrete unital Aasx -module.

Remarks. (i) Consider A as a Lie∗ algebra. Thus h(AKx) is a Lie algebra and
the map

(3.6.6.2) h(AKx)→ Aasx

is obviously a morphism of Lie algebras. Notice that the Ξasx -topology is weaker
than the ΞLiex -topology (see 2.5.12), so (3.6.6.2) extends by continuity to the ΞLiex -
completion.

(ii) Let us spell out the definition of the Aasx product more concretely. Take any
a, b ∈ Aasx . Choose any Aξ ∈ Ξasx ; let us compute (ab)ξ ∈ Aasx /Iξ = A`ξx. Consider
the ope product ◦ξ : A`ξ�A`ξ → (A`ξ)2((t1− t2)). Restrict ◦ξ to X×{x} and fix the
second argument to be bξ ∈ A`ξx; we get a morphism of D-modules A`ξ → A`ξx((t)),
c 7→ c ◦ξ bξ. Let A`ξ′ ⊂ A`ξ be the preimage of A`ξx[[t]] ⊂ A`ξx((t)). Then Aξ′ ∈ Ξasx
and we have a morphism of D-modules A`ξ′ → A`ξ[[t]], hence the map A`ξ′ → A`ξ of
fibers at x. Our (ab)ξ is the image of aξ′ .

3.6.7. Lemma. The functor i!x = h : M(X,A)x → Aasx mod is an equivalence
of categories.

Proof. Let us define the inverse functor. Recall that by Kashiwara’s lemma (see
2.1.3) the functor i!x is an equivalence between the category of right DX -modules
supported at x and that of vector spaces; the inverse functor sends a vector space
V to ix∗V .

Now assume that V is a discrete Aasx -module. Then ix∗V is a chiral A-module.
Indeed, by Kashiwara’s lemma, one has ix∗Aasx = Φ. So, since ix∗ commutes
with direct limits, we have ix∗V = Φ ⊗

Aas
x

V which yields the promised A-module

structure. The functor ix∗ : Aasx mod→M(X,A)x is obviously inverse to i!x. �
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3.6.8. The functor A 7→ Aasx is compatible with tensor products:38

Lemma. There is a canonical isomorphism of topological associative algebras

(3.6.8.1) ⊗̂Aasαx
∼−→ (⊗Aα)asx .

Proof. It is clear that any subalgebra (⊗Aα)ξ contains a subalgebra of type
⊗(Aαξα

).39 This yields an isomorphism of topological vector spaces ⊗̂Aasαx :=
lim←−⊗A

`
αξαx

∼−→ (⊗Aα)asx which is obviously compatible with the products. �

Corollary. If A is a Hopf chiral algebra, then Aasx is a topological Hopf
algebra.

3.6.9. The third definition of Aasx . Here is another, less economic, con-
struction of Aasx (cf. [FBZ] 4.1.5). Denote by ĥAKx

the completion of hAKx
or

hxjx∗A with respect to the Ξx-topology (see 2.1.13). The map ĥAKx → Aasx yields
a morphism of topological algebras (see 3.6.1)

(3.6.9.1) π : ~T ĥAKx
→ Aasx .

It appears that π identifies Aasx with a quotient of ~T ĥAKx
modulo explicit quadratic

relations we are going to define.
Consider AKx itself as a topological k-vector space: we declare a subspace

P ⊂ AKx
to be open if it intersects every Kx-line by a subspace open in the “t-

adic” topology (see 3.6.1). Then the obvious map ζ : AKx
→ ĥAKx

is continuous.
Denote by K(2)

x the localization of k[[t1, t2]] with respect to t1, t2 and t1− t2; let
σ be an involution of K(2)

x which interchanges ti. We have an embedding K(2)
x ↪→

k((t1))((t2)).
Now take any a, b ∈ AKx and f = f(t1, t2) ∈ K(2)

x . Consider f as an iterated
Laurent power series f =

∑
fijt

i
1t
j
2 ∈ k((t1))((t2)). The series

∑
fij(ti1a) ⊗ (tj2b)

converges in A~⊗2
Kx

, so we have ζ(f, a, b) :=
∑
fijζ(ti1a)⊗ ζ(t

j
2b) ∈ (ĥAKx

)~⊗2.
Set r(f, a, b) := ζ(f, a, b) − ζ(σ(f), b, a) − µ(f, a, b) ∈ (ĥAKx)~⊗2 ⊕ ĥAKx ⊂

~T ĥAKx . Here µ(f, a, b) ∈ ĥAKx is the image of fa � b by the chiral product map
composed with the projection ∆∗AKx

→ h∆∗AKx
= hAKx

→ ĥAKx
.

Let Aas
′

x be the topological quotient algebra of ~T ĥAKx
modulo the relations

r(f, a, b) = 0 for all f, a, b as above and an extra relation ζ(1Adt/t) = 1.

3.6.10. Lemma. The morphism π from (3.6.9.1) yields an isomorphism of
topological algebras

(3.6.10.1) Aas
′

x
∼−→ Aasx .

Proof. Consider the functor Aasx mod → ~T ĥAKxmod defined by π. Our state-
ment amounts to the fact that it is a fully faithful embedding, and a discrete
~T ĥAKx

-module M comes from an Aasx -module if and only if the ~T ĥAKx
-action on

M kills our relations.
For a vector spaceM a ~T ĥAKx-action on it amounts to a morphism (ĥAKx)~⊗M

→M which is the same as a morphism of DX -modules jx∗A⊗M → ix∗M , or, by

38See 3.4.15 and 3.6.1.
39Take for Aαξα the preimage of (⊗Aα)ξ by the morphism Aα → ⊗Aα.
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Kashiwara’s lemma applied to X × {x} ⊂ X × X, that of DX2-modules jx∗A �
ix∗M → ∆∗ix∗M . Since jx∗A � ix∗M = j∗j

∗(jx∗A � ix∗M), this is the same as a
chiral operation µ ∈ P ch2 ({jx∗A, ix∗M}, ix∗M). Therefore ix∗ identifies ~T ĥAKx

mod
with the category of pairs (P, µ) where P ∈ M(X)x and µ ∈ P ch2 ({jx∗A,P}, P ).
Our relations just mean that µ is a chiral unital action of jx∗A on ix∗M . We are
done by 3.6.7. �

3.6.11. The Wick algebra. A better way to appreciate the construction of
3.6.9 and the like is to consider the Wick algebra Awx of A. Here is a definition.

For n ≥ 1 let O(n)
x be the formal completion of the local ring of (x, . . . , x) ∈ Xn

and let K(n)
x be the localization of O(n)

x with respect to the equations of the diagonal
divisor and the divisors xi = x, i = 1, . . . , n. Set Twnx A := A�n ⊗

O(x,... ,x)

K
(n)
x =

A⊗nKx
⊗
K⊗n

x

K
(n)
x and40 T̄wnx A := h(Twnx A). Then Twx A := ⊕Twnx A and its quotient

T̄wx A := ⊕T̄wnx A are Z≥0-graded associative algebras with respect to the exterior
tensor product.

For every n ≥ 2 the action of the symmetric group Σn on Xn and A�n provides
a Σn-action on the nth component of Twnx A and T̄wnx A. For i = 1, . . . , n − 1 let
σi ∈ Σn be the transposition of i, i + 1 and let µi : T̄wnA(X) → T̄wn−1A(X) be
the map induced by the chiral product µA at i, i+1 variables. One has µiσi = −µi.

The span of elements r(ā) := ā − σiā − µiā for ā ∈ T̄wnx A, n, i as above, is a
two-sided ideal Īwx A. We define the Wick algebra Awx of A at x as the quotient of
T̄wx A modulo Īwx A and an extra (central) relation 1A · ν̄ = Resxν̄ for ν̄ ∈ h(ωKx

).41

Our Awx carries a commutative filtration Awx0 ⊂ Awx1 ⊂ · · · , Awxn := the image
of T̄w≤nx A. There is a canonical morphism of Lie algebras

(3.6.11.1) hAKx
→ Aw1x.

Let us define a canonical morphism of associative algebras

(3.6.11.2) δ : Awx → Aasx

compatible with the standard Lie algebra maps from h(AKx
).

3.6.12. Lemma. There is a commutative diagram of morphisms of associative
algebras

(3.6.12.1)

Twx A
δ̃−−−−→ ~TAKxy y~Tζ

T̄wx A
δ̄−−−−→ ~T ĥAKxy yπ

Awx
δ−−−−→ Aasx

40As usual, h means coinvariants of the Lie algebra of vector fields acting on our right D
K

(n)
x

-

module; if t is a local coordinate at x, these coinvariants coincide with the coinvariants of the vector
fields ∂t1 , . . . , ∂tn .

41Here 1A · ν̄ ∈ h(AKx ) = T̄ w 1
x A.
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in which the top horizontal arrow δ̃ is a morphism of Z≥0-graded algebras such that
every component δ̃n is O(n)

x -linear and δ̃1 = idAKx
. The left vertical arrows are the

projections from 3.6.11; for the right ones see 3.6.9. Such a diagram is unique.

Proof. According to 3.6.1 every A~⊗nKx
is an O(n)

x -module and the multiplication
by ti − tj , i 6= j, on it is invertible. Therefore the morphism of graded algebras
TAKx

→ ~TAKx
which is idAKx

in degree 1 extends uniquely to a morphism of
graded algebras δ̃ : Twx A→ ~TAKx

such that every δ̃n is O(n)
x -linear.

The left vertical arrows in (3.6.12.1) are surjections, so δ̃ determines the other
horizontal arrows uniquely. It remains to show that they are well defined.

Consider δ̄ first. We need to check that the composition Twnx AKx

δ̃−→ A
~⊗n
Kx
→

(ĥAKx)~⊗n vanishes on the image of every operator ∂ti , 1 ≤ i ≤ n. Notice that ∂t
is a continuous operator on AKx

. Define ∂ti ∈ EndA~⊗nKx
as the tensor product of

∂t at the ith place and idAKx
at other places. Then δ̃ commutes with ∂ti . The

composition A~⊗nKx

∂ti−−→ A
~⊗n
Kx
→ ĥ(AKx)~⊗n vanishes, and we are done.

To see that δ is well defined, we have to check that T̄wx A
δ̄−→ ~T ĥ(AKx) π−→ Aasx

kills r(ā) := ā−σiā−µiā for every a ∈ Twnx A, n ≥ 2, i = 1, . . . , n−1.42 For n = 2
this follows from the Jacobi identity for the chiral bracket.43 For n, i arbitrary we
have a = f(b ⊗ c ⊗ d) where f is in O

(n)
x localized with respect to all the ta − tb’s

except ti − ti+1, b ∈ A⊗i−1
Kx

, c ∈ A⊗2
Kx

[(ti − ti+1)−1], d ∈ A⊗n−i−1
Kx

. Consider f as
an element of the ring Rn,i := k((t1)) · · · ((ti−1))[[ti, ti+1]][t−1

i , t−1
i+1]((ti+2)) · · · ((tn)), so

f =
∑
fα1···αnt

α1
1 · · · tαn

n where fα1···αn ∈ k. Then δ̄r(ā) is the sum of a convergent
series

∑
fα1···αn

(tα1
1 · · · t

αi−1
i−1 b)⊗ r(t

αi
i t

αi+1
i+1 c)⊗ (tαi+2

i+2 · · · tαn
n d). Since π is a contin-

uous morphism of algebras which kills every r(tαi
i t

αi+1
i+1 c), one has πδ̄r(ā) = 0, and

we are done. �

Remark. By 3.6.10, the map π identifies Aasx with the topological algebra
quotient of ~T ĥAKx

modulo the ideal generated by δ̄(Ker(T̄wx A→ Awx )).

3.6.13. The construction of Aasx generalizes immediately to the situation when
x depends on parameters. Namely, assume we are in the situation of 2.1.16, so we
have a quasi-compact and quasi-separated scheme Y and a Y -point x ∈ X(Y ). Let
ix : Y ↪→ X × Y be the graph of x and let jx : Ux ↪→ X × Y be its complement.

For a chiral OY -algebra A on X (see 3.3.10) jx∗j∗xA is again a chiral OY -algebra
on X. The lemma in 3.6.3 (together with its proof) remains valid in the present
setting: we have an equivalence of categories

(3.6.13.1) M(X × Y, jx∗j∗xA)x
∼−→M(X × Y,A)x

where the lower index x means the full subcategory of modules supported (set-
theoretically) at the graph of x (see 3.3.10 for notation).

Denote by Ξasx the set of chiral OY -subalgebras Aξ ⊂ jx∗j
∗
xA which coincide

with A over Ux. This is a topology on jx∗j
∗
xA at x (we use terminology from

2.1.13 in the version of 2.1.16). The fibers A`
ξx := i∗xA

`
ξ = i!x(jx∗j

∗
xA)/Aξ) form

a Ξasx -projective system of OY -modules connected by surjective morphisms. We

42The extra relation 1A · ν̄ = Resxν̄ for ν̄ ∈ h(ωKx ) holds by the definition of Aas
x .

43Cf. the proof in 3.6.10.
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denote by Aas
x its projective limit. Equivalently (see 2.1.16), Aas

x is the completion
of i·xh(jx∗j

∗
xA) with respect to the Ξasx -topology. So every A`

ξx is a quotient of Aas
x

modulo an open submodule Iξ and Aas = lim←−Aas/Iξ.
The lemma in 3.6.5 (together with its proof) remains valid, as well as the con-

structions and statements of 3.6.6. Therefore Aas
x is an associative unital topological

OY -algebra; every Iξ is an open left ideal in Aas
x . The lemma in 3.6.7 together with

its proof44 remain valid, so we have an equivalence of categories

(3.6.13.2) i!x = hx : M(X × Y,A)x
∼−→ Aas

x mod

where Aas
x mod is the category of discrete Aasx -modules := the sheaves of discrete

left Ax-modules on Y which are quasi-coherent as OY -modules. The lemma in 3.6.8
together with the proof also remains valid.

Exercise. (cf. Remark (i) in 2.1.16). Check that the formation Aas
xY is com-

patible with the base change (i.e., for every f : Y ′ → Y the pro-OY ′ -modules f∗Aas
xY

and Aas
xf Y ′ coincide).

3.6.14. Suppose now that Y from 3.6.13 is another copy of X, x = idX (so
ix = ∆, jx = j : U ↪→ X ×X). Let A be a chiral algebra on X. Applying 3.6.13 to
A = AY := A� OY , we get an associative topological OX -algebra Aas := Aas

x .
Let τ be any infinitesimal automorphism of X. It acts on X × X = X × Y

along the Y -copy of X preserving U . This action lifts in the obvious way to AY ,
hence to j∗j∗AY . Therefore45 τ acts on Aas as on a topological OX -algebra in a
natural way. Thus Aas carries a canonical flat connection; we denote it by ∇.

Let I0 ⊂ Aas be the open left ideal that corresponds to AY ∈ Ξasx . Then I0 is
preserved by ∇ and one has a canonical identification of left DX -modules

(3.6.14.1) Aas/I0 = A`.

For a section a of j∗j∗A � OX we denote by V(a) the image of a in Aas. The
map V commutes with the action of DX along the second variable of the source,
and is a differential operator with respect the OX -action along the first variable.
For b ∈ A the section V(b� 1) belongs to J0, is ∇-horizontal, and depends only on
the class b̄ ∈ h(A). We denote it by b̄as. So one has a morphism of sheaves

(3.6.14.2) h(A)→ I∇0 ⊂ (Aas)∇, b̄ 7→ b̄as.

3.6.15. Suppose M is an A-module. Then the OX -module M ` carries a canon-
ical Aas-action. Indeed, M �OY is an AY -module, so (j∗j∗M �OX)/M �OX is an
AY -module supported at the diagonal. Since M ` = ∆!((j∗j∗M � OX)/M � OX) =
h((j∗j∗M �OX)/M �OX), it is an Aas-module by (3.6.13.2); here h is the integra-
tion along the X-multiple of X × Y (see 2.1.16). This picture is equivariant with
respect to the action of infinitesimal symmetries ofX acting along the Y -multiple,46

so the Aas-action on M ` is compatible with the connections.47

44Use a version of Kashiwara’s lemma from 2.1.16.
45Use Exercise in 3.6.13.
46Use the h part of the above formula.
47M` carries a connection since it is a left DX -module.
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Example. If M = A, then the Aas-action on M ` comes from (3.6.14.1).

Denote by M`(X,Aas) the category whose objects are discrete Aas-modules
equipped with a connection (as OX -modules) such that the Aas-action is horizontal.
To say it differently, the connection ∇ on Aas defines on Aas[DX ] := Aas ⊗

OX

DX

the structure of an associative algebra,48 and M`(X,Aas) is the category of discrete
Aas[DX ]-modules, i.e., left unital Aas[DX ]-modules which are discrete Aas-modules.

3.6.16. Proposition. There is a canonical equivalence of categories

(3.6.16.1) M(X,A) ∼−→M`(X,Aas).

Proof. We have seen in 3.6.15 that for M ∈ M(X,A) the left DX -module
M ` carries a canonical horizontal Aas-action, so we have the functor M(X,A) →
M`(X,Aas). This is an equivalence of categories. Indeed, by Kashiwara’s lemma,
the functor M 7→ (j∗j∗M � OY )/M � OY identifies the category of A-modules
with the category of AY -modules supported on the diagonal and equivariant with
respect to the action of infinitesimal automorphisms of Y (acting along the Y -
multiple; recall that Y is another copy of X). Now use (3.6.13.2) and the definition
of the canonical connection ∇ on Aas. �

Variant. Forgetting about∇, we see that the category of discrete Aas-modules
is canonically equivalent to MO(X,A) (see 3.3.5(ii)).

Remark. One can describe chiral A-operations in terms of the Aas-module
structures using the lemma from 3.4.19.

3.6.17. For an OX -module M the above 1-1 correspondence between discrete
Aas-actions and chiral A-actions on M can be rewritten as follows.

The (non-quasi-coherent) OX -module Aas ⊗M carries a topology whose open
subsheaves are V ⊂ Aas ⊗M that satisfy the following property: for every local
section m ∈ M there exist an open ideal Iξ ⊂ Aas such that Iξ ⊗ m ⊂ V . It is
clear that every open subsheaf contains a smaller open subsheaf V such that V
is an O-submodule and Aas ⊗M/V is a quasi-coherent OX -module. Denote the
completion by Aas⊗̂M .

The sheaf j∗j∗A � M carries a topology whose open subsheaves are W ⊂
j∗j

∗A�M that satisfy the following property: for every local section m ∈M there
exists Aξ ⊂ j∗j

∗(A � OX) in Ξas∆ such that Aξ ⊗ m ⊂ W . Every open subsheaf
contains a smaller open subsheaf W which is a quasi-coherent DX � OX -module.
The completion (j∗j∗A�M )̂ is a topological DX � OX -module.

The identifications j∗j∗A � OX/Aξ = ∆∗A
`
ξ∆ = ∆∗(Aas/Iξ) of DX � OX -

modules yield a canonical isomorphism of topological DX � OX -modules

(3.6.17.1) (j∗j∗A�M )̂ ∼−→ ∆∗(Aas⊗̂M).

Now every chiral A-action on M is automatically continuous in the above topol-
ogy, so it can be considered as a morphism (j∗j∗A�M )̂ → ∆∗M . Similarly, every
discrete Aas-action on M can be cosidered as a morphism Aas⊗̂M →M . A chiral
A-action µM is identified with an Aas-action ·M if (3.6.17.1) identifies ∆∗(·M ) with
µM .

48It is characterized by the properties that the maps Aas, DX → Aas[DX ], a 7→ a⊗ 1, ∂ 7→
1⊗ ∂, are morphisms of algebras, and for a ∈ Aas, τ ∈ ΘX one has τa− aτ = τ(a).
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If M is a DX -module, then the DX -action on Aas ⊗M extends by continuity
to Aas⊗̂M , (j∗j∗A �M )̂ is a topological DX×X -module, and (3.6.17.1) is an iso-
morphism of topological DX×X -modules. Therefore µM is horizontal if and only if
·M is.

3.6.18. The commutative case. Suppose now that our A is commutative.
Then the algebras Aasx , Aas are also commutative. We already met Aasx in the
situation when x is a single point, x ∈ X(k) (see 2.4.8). The “geometric” description
of Aasx from 2.4.9 generalizes immediately to the general situation. Namely, for
x ∈ X(Y ) as in 3.6.13 and a commutative quasi-coherent OY -algebra F we define
a non-quasi-coherent OX×Y -algebra Ox⊗̂F as the formal completion of OX � F at
(the graph) of x; let Kx⊗̂F be its localization with respect to an equation of x.
Our Ox⊗̂F ⊂ Kx⊗̂F are DX×Y/Y -algebras; i.e., they carry an obvious connection
along X. Now one has a canonical identification

(3.6.18.1) Hom(Aasx , F ) = Hom(A`�OY ,Kx⊗̂F ) = Hom(jx∗j∗x(A
`�OY ),Kx⊗̂F )

where the first Hom means continuous morphisms of OY -algebras49 and the next
ones mean morphisms of DX×Y/Y -algebras. For the construction see the proof in
2.4.9. As was mentioned in loc. cit., (3.6.18.1) is the subset of the algebra morphisms
in (3.5.4.2).

3.6.19. Lemma. If ϕ : A` → B` is a formally smooth morphism of com-
mutative DX-algebras, then the corresponding morphism of topological OY -algebras
Aasx → Basx is formally smooth. The same is true if we replace “formally smooth”
by “formally étale.”50

Proof. Assume that ϕ is formally smooth. Let F be a commutative k-algebra,
I ⊂ F an ideal such that I2 = 0. Let f : SpecF → SpfAasx , g : SpecF/I → SpfBasx
be ϕ-compatible morphisms. We want to find a lifting h : SpecF → SpfBasx of f
that extends g.

According to (3.6.18.1) we may rewrite f, g as morphisms of DX×Y/Y -algebras
f ′ : A` � OY → Kx⊗̂F , g′ : B` � OY → Kx⊗̂F/I. Here Kx⊗̂F , Kx⊗̂F/I are
non-quasi-coherent sheaves of DX×Y/Y -algebras.

Our problem is local (see [RG]) so we can assume that X and Y are affine.
Denote by Γ the functor of global sections over X × Y . So we have commutative
O(X)-algebras Γ(Kx⊗̂F ), Γ(Kx⊗̂F/I) equipped with a connection along X. The
second algebra is a quotient of the first one modulo an ideal of square 0.

Our f ′, g′ amount to maps of commutative O(X)-algebras Γf ′ : A`(X) →
Γ(Kx⊗̂F ), Γg′ : B`(X) → Γ(Kx⊗̂F/I) compatible with connections along X.
Since ϕ is a formally smooth morphism of DX -algebras, we can find a lifting Γh′ :
B`(X) → Γ(Kx⊗̂F ) of Γf ′ that extends Γg′. As above, Γh′ is the same as a
morphism h : SpecF → SpfBasx which is the desired lifting.

The case of formally étale ϕ is left to the reader. �

3.6.20. The global Wick algebra. In the rest of this section we make a few
remarks about the global version Aw(X) of the Wick algebra; they will not be used
elsewhere in the book. We assume that X is an affine curve.

49F is assumed to carry the discrete topology.
50For the definition of formally smooth and formally étale morphisms of commutative DX -

algebras (or, more generally, algebraic DX -spaces) see 2.3.16.
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First we have a Z≥0-graded associative algebra TwA(X) = ⊕TwnA(X) where
(we use the notation of 3.1.1) TwnA(X) := Γ(U (n), A�n) and the multiplication
is the exterior tensor product. Passing to H0

DR, we get the quotient algebra51

T̄wA(X) := ⊕H0
DR(U (n), A�n).

For every n ≥ 2 the action of the symmetric group Σn on Xn and A�n provides
a Σn-action on the nth component of TwnA(X) and T̄wnA(X). For i = 1, . . . , n−1
let σi ∈ Σn be the transposition of i, i+1 and let µi : T̄wnA(X)→ T̄wn−1A(X) be
the map induced by the chiral product µA at i, i+1 variables. One has µiσi = −µi.

Let ĪwA(X) ⊂ T̄wA(X) be the span of (non-homogeneous) elements r(ā) := ā−
σiā−µiā for all ā ∈ T̄wnA(X), n, i as above. This is a two-sided ideal in T̄wA(X).
Our Aw(X) is the quotient algebra T̄wA(X)/ĪwA(X). It carries an increasing
filtration Awn (X) := the image of T̄w≤nA(X) in Aw(X), Aw(X) =

⋃
Awn (X). Thus

Aw· is a Z≥0-filtered associative unital algebra that depends on A in a functorial
way.

Remarks. (i) The constructions are functorial with respect to the étale base
change, so, replacing X by étale X-schemes, we get a presheaf Aw on Xét. There
is an evident morphism of Lie algebras

(3.6.20.1) h(A)→ Aw1 .

(ii) There is a (more local) variant of the above constructions with TwnA(X)
replaced by Γ(Xn, A�n ⊗ ∆̃(n)OX) (see (3.5.5.1) for notation).

The following properties of Aw are immediate:
(i) Aw· is a commutative filtration: one has [Awm, A

w
n ] ⊂ Awm+n−1. So gr·Aw is

a commutative algebra.
(ii) If the morphisms of chiral algebras A,B → C mutually commute (see

3.4.15), then the images of Aw, Bw in Cw mutually commute. In particular, if R is
a commutative chiral algebra, then Rw is commutative; if A is a chiral R-algebra,
then Aw is an Rw-algebra.

3.6.21. Let us compute the Wick algebra of the unit chiral algebra ω. Recall
that h(ω) is the sheaf V 7→ H1

DR(V ).

Proposition. There is a canonical isomorphism of filtered algebras

Symh(ω) ∼−→ ωw.

Proof. Since ωw is commutative, (3.6.20.1) yields a morphism Symh(ω)→ ωw.
We want to prove that this is an isomorphism of filtered algebras or, equivalently,
that the corresponding morphism of graded algebras Symh(ω) → grωw is an iso-
morphism. It suffices to show that the maps SymnH1

DR(X) → grnωw(X) are
isomorphisms.

Surjectivity: Let K be the kernel of Hn
DR(U (n)) = T̄wnω(X) � grnωw(X). We

want to check that K together with the image of SymnH1
DR(X) ⊂ H1

DR(X)⊗n =
Hn
DR(Xn) in Hn

DR(U (n)) span Hn
DR(U (n)). Notice that the action of the symmetric

group Σn on T̄wnω(X) is the obvious action on Hn
DR(U (n)) multiplied by the sign

character (see 3.1.4). Look at the Σn-action on the spectral sequence computing
H ·
DR(U (n)) which corresponds to the filtration W on j(n)

∗ ωU(n) (see 3.1.6 and 3.1.7).

51Recall that the A�n are right D-modules, so H0
DR is the “middle” cohomology; see 2.1.7.
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It shows that the map SymnH1
DR(X) → Hn

DR(U (n)) is injective and its image is
the subspace Hn

DR(U (n))sgn of the elements that transform according to the sign
character. As follows from the definition of Īw, the subspace K contains every
subspace Hn

DR(U (n))σi of σi-invariants. We are done since for every Σn-module P
one has P = P sgn + ΣPσi .52

Injectivity: Here is a topological argument. We can assume that k = C, so the
dual vector space toH1

DR(X) identifies with the singular homology groupH1(X,C).
We have proved that Spec grωw(X) is a closed subscheme of H1(X,C), and we
want to show that it equals H1(X,C). It suffices to check that it contains every
integral homology class γ. Thus we need to construct a morphism of C-algebras
γw : ωw(X) → C whose composition with the canonical map H1

DR(X) → ωw(X)
is integration along γ. Let us represent γ by a union of several mutually non-
intersecting oriented C∞-loops γα each of which has no self-intersections (i.e., γα is
an image of a regular embedding S1 ↪→ X). Let yα be a normal coordinate function
on a tubular neighbourhood of γα. We assume that the orientation of yα, i.e., the
sign of dyα on γα = {yα = 0}, is choosen in such a way that if γα is the unit circle
S1 ⊂ C with the standard orientation, then yα(z) = log |z| is well oriented. So
for a small ε ∈ R we have an oriented loop γα ε := {yα = ε}. For every n ≥ 1
consider a cycle γn = Σγαn on U (n), γnα := γα ε1 × · · · × γα εn where the εi are
small and ε1 > · · · > εn. The functionals

∫
γn

: Hn
DR(U (n))→ C form a morphism of

C-algebras Twγ : T̄wω(X)→ C. It kills the ideal Īwω(X), so we have defined our
γw : ωw(X)→ C. �

According to property (ii) in 3.6.20 and 3.6.21 the Wick algebra of any chiral
algebra is, in fact, a filtered associative Symh(ω)-algebra.

Remark. For chiral algebras A,B a canonical morphism Aw⊗Bw → (A⊗B)w

defined by property (iii) in 3.6.20 comes from Aw ⊗
Symh(ω)

Bw → (A ⊗ B)w. The

latter arrow need not be surjective.

3.7. From Lie∗ algebras to chiral algebras

The rest of this chapter deals with some methods of constructing chiral algebras.
This section treats chiral enveloping algebras. Different proofs of the theorems in
3.7.1 and 3.7.14 in the graded vertex algebra setting (see 0.15) can be found in
[FBZ] and in the preprint version of [GMS2].

The observation that the vacuum representation of a Kac-Moody or Virasoro
algebra carries a canonical structure of vertex algebra goes back to the first days of
the vertex algebra theory and beyond. Needless to say, this fact was always known
to mathematical physicists.

We begin in 3.7.1 with the existence theorem for chiral envelopes. A more
general theorem which deals with arbitrary Jacobi type operads (instead of the Lie
operad) is formulated in 3.7.2; the proof takes 3.7.3–3.7.4 (the results of 3.7.2–3.7.4
will not be used elsewhere in the book and the reader can skip them). An explicit
factorization algebra construction of chiral envelopes is presented in 3.7.5–3.7.11;

52To see this, we can assume that P is irreducible and P 6= P sgn. Then P σi 6= 0 (by

Young’s table picture), so it suffices to show P s := ΣP σi ⊂ P is preserved by the Σn-action,
or, equivalently, P s is preserved by every σi. Now σi preserves P σj for j 6= i ± 1 (since σi, σj

commute), and it preserves both P σi + P σi±1 (an exercise in representation theory of Σ3).



3.7. FROM LIE∗ ALGEBRAS TO CHIRAL ALGEBRAS 213

the key tool is an auxiliary Lie algebra L\ in the tensor category of the left D-
modules on R(X) (see 3.7.6). This construction implies immediately the Poincaré-
Birkhoff-Witt theorem for chiral envelopes, see 3.7.14. We relate L- and U(L)-
modules in 3.7.15–3.7.18, describe the associative algebra U(L)asx in 3.7.19, and
consider the twisted envelopes in 3.7.20–3.7.22. The enveloping algebra construction
for a Lie∗ algebra acting on a chiral algebra is treated in 3.7.23–3.7.24. Finally, we
discuss in 3.7.25 Virasoro vectors and the Sugawara construction.

3.7.1. Consider the forgetful functor CA(X)→ Lie∗(X), A 7→ ALie.

Theorem. This functor admits a left adjoint functor U : Lie∗(X)→ CA(X).

For a Lie∗ algebra L we call U(L) the chiral enveloping algebra, or simply the
chiral envelope of L.

Proof. This is an immediate corollary of the theorem in 3.4.14. Namely, let A be
the chiral algebra freely generated by (L,P ) where P is the image of Ker[ ]L ⊂ L�L
in j∗j

∗L � L. Then U(L) is the quotient of A modulo the ideal generated by the
relations saying that the morphism L → U(L) is a morphism of Lie∗ algebras.
Precisely, let iA : L → A be the universal morphism. Let A′ be the quotient of
A modulo the ideal generated by elements i(`τ) − i(`)τ where ` ∈ L and τ ∈ ΘX ,
so iA′ : L → A′ is a morphism of DX -modules. Then U(L) is the quotient of A′

modulo the ideal generated by the image of iA′ [ ]L − [ ]A′ i�2
A′ : L� L→ ∆∗A

′. �

3.7.2. The above theorem remains true for algebras over more general operads.

Definition. A k-operad B is of Jacobi type if it is generated by B1 and B2,
and for every α, α′ ∈ B2 there exist β, β′, γ, γ′ ∈ B2 such that α(x1, α

′(x2, x3)) =
β(x3, β

′(x1, x2)) + γ(x2, γ
′(x3, x1)).

For example, the operads Lie, Poiss, Com, Ass are of Jacobi type.

Theorem. For any operad B of Jacobi type the functor βB of (3.3.1.1) admits
a left adjoint functor UB : B∗(X)→ Bch(X).

Composing ULie with the “adding of unit” functor (see 3.3.3) one gets the
functor U of 3.7.1.

Proof. Here is the idea. If the chiral pseudo-tensor structure were representable
(see 1.1.3), then 3.7.2 would be immediate for arbitrary B. Indeed, representability
implies that for every L the free Bch algebra generated by L is well defined. So,
if L is a B∗ algebra, then UB(L) is a quotient of the free Bch algebra modulo the
obvious relations. Now the binary chiral pseudo-tensor product is representable up
to the non-representability of the ∗ pseudo-tensor product. This shows that the
quadratic part of UB(L) is well defined. To get control of all of UB(L), one needs
the Jacobi property of B.

Let us turn to the actual proof.

3.7.3. We begin with some complements to 3.4.10.
Let M(XS)∆ ⊂ M(XS) be the full subcategory of those M for which every

MXI is supported on the diagonal X ⊂ XI ; it is closed under subquotients and
extensions. M(XS)∆ is equivalent to the category M(X)S of all functors S◦ →
M(X) (one identifies M ∈M(XS)∆ with the functor I 7→ ∆(I)!MXI ). Notice that
∆(S)
∗ identifies M(X) with the full subcategory of M(XS)∆, and this embedding
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admits a left adjoint functor ε : M(XS)∆ →M(X), M 7→ lim
−→

∆(I)!MXI . It extends
in the obvious way to pseudo-tensor functors

(3.7.3.1) M(XS)∗∆ →M(X)∗, M(XS)ch∆ →M(X)ch

which are left adjoint to the pseudo-tensor functors from (3.4.10.5).

For any k-operad B denote by B∗(XS), Bch(XS) the categories of B algebras
in M(XS)∗, M(XS)ch (we call them B∗ and Bch algebras on XS). Notice that by
(3.4.10.4) every B algebra in M(XS)ch is automatically a B algebra in M(XS)∗; i.e.,
the pseudo-tensor functor βS yields a functor Bch(XS) → B∗(XS). This functor
admits a left adjoint functor

(3.7.3.2) US
B : B∗(XS)→ Bch(XS).

Indeed, for a B∗ algebra L the corresponding Bch algebra US
B(L) is the quotient of

the free Bch algebra generated by L modulo the relations needed to assure that the
canonical morphism iS : L → US

B(L) is a morphism of B∗ algebras. Precisely, let
Φ∗, Φch be the free B∗ and Bch algebras generated by L. Since Φch is a B∗ algebra,
the canonical morphism ich : L → Φch extends to a morphism of B∗ algebras
α : Φ∗ → Φch. Since L is a B∗ algebra, the identity morphism idL extends to a
morphism of B∗ algebras β : Φ∗ → L. Now US

B(L) is the quotient of Φch modulo
the Bch ideal I generated by the image of α− ichβ : Φ∗ → Φch.

3.7.4. We return to the proof of 3.7.2. Let L be a B∗ algebra on X. We want
to construct the corresponding universal Bch algebra UB(L) on X equipped with a
morphism of B∗ algebras i : L→ UB(L).

According to (3.4.10.5), ∆(S)
∗ L is a B∗ algebra on XS. Set U := US

B(∆(S)
∗ L) ∈

Bch(XS). In the next lemma we will show that U ∈ M(XS)∆. Assuming this, set
UB(L) := ε(U), i := ε(iS) : L → UB(L). By (3.7.3.1), UB(L) is a B algebra in
M(X)ch and i is a morphism of B∗ algebras; by the adjunction property of ε the
pair (UB(L), i) satisfies the desired universal property. We are done.

It remains to prove the following lemma:

Lemma. If B is of Jacobi type, then U ∈M(XS)∆.

Proof of Lemma. (a) For a finite set I and α, β ∈ I, α 6= β, let B
αβ
I ⊂ BI be

the image of the composition map BI/{α,β} ⊗ B{α,β} → BI . A simple induction
shows that B is of Jacobi type if and only if it satisfies the following property:

For any finite non-empty sets I1, I2 the vector space BI1tI2 is generated by the
subspaces B

αβ
I1tI2 , α ∈ I1, β ∈ I2.

(b) Let Φch be the free Bch algebra on XS generated by L as in 3.7.3. It has
a natural gradation Φch = ⊕

n≥1
Φchn such that Φchn = (L⊗

chI ⊗BI)AutI where I is a

set of order n. This gradation yields an increasing filtration on U = Φch/I. We are
going to show that grU ∈M(XS)∆; this will prove our lemma.

Clearly Ker(Φchn � grnU) ⊃ NAut I where N :=
∑

α6=β∈I
Kαβ⊗B

αβ
I ⊂ L⊗

chI⊗BI

and Kαβ is the image of (L ⊗∗ L) ⊗ch L⊗ch(Ir{α,β}) in L⊗
chI . So it is enough to

show that M := (L⊗
chI ⊗BI)/N belongs to M(XS)∆.
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Set Uαβ := {(xi) ∈ XI : xi 6= xj if i 6= j, {i, j} 6= {α, β}}; let jαβ : Uαβ ↪→ XI

be the embedding. Set F := j
(I)
∗ OU(I) ⊗ BI , G :=

∑
α6=β∈I

jαβ∗OUαβ
⊗ B

αβ
I ⊂ F ,

H := F/G. By definition, for every J ∈ S one has MXJ = ⊕
J�I

∆(J/I)
∗ (L�I ⊗H).

It remains to show that H is supported on the diagonal X ⊂ XI .

(c) For I = I1 t I2 where I1, I2 6= ∅ set UI1I2 := {(xi) ∈ XI : xi 6= xj if i ∈
I1, j ∈ I2}. On UI1I2 the sheaves jαβ∗OUαβ

coincide with j
(I)
∗ OU(I) . So (a) above

implies that the restriction of H to UI1I2 is zero. The union of all the UI1I2 ’s is the
complement to X ⊂ XI , and we are done. �

3.7.5. Let us return to the setting of 3.7.1. Let L be a Lie∗ algebra. Below we
will give an explicit construction of U(L) as a factorization algebra (together with
the canonical D-module structure). Our problem is X-local, so we can assume
that X is affine. The first step is to define an auxiliary Lie algebra L\ in the
tensor category of the left D-modules on R(X) (see 3.7.6). The chiral envelope is
constructed in 3.7.7 (it is denoted by V there). The universality property is checked
in 3.7.11.

Remark. A slightly unpleasant point of our construction is that the auxiliary
Lie algebra L\ is a non-local object (while U(L) is of course local). A remedy
would be to consider in (3.7.6.1) instead of global cohomology the one of the formal
neighbourhood of the divisor

⋃
{x = xi}. The price is to deal with non quasi-

coherent modules; we prefer not to do this.

In 3.7.6–3.7.11 we assume that X is affine.

3.7.6. Let I be a finite set. Denote by pI the projection X × XI → XI ,
and let jI : V = V Ĩ ↪→ X × XI be the open subset of those (x, (xi)) that x ∈
V(xi) := X r {xi}. For L ∈ Mr(X)53 consider the de Rham complex DR(L) =
Cone(L⊗ΘX → L). Set

(3.7.6.1) L\
XI := H0(pIjI)·j∗I (DR(L) � OXI ).

This is an OXI -module; its fiber at (xi) ∈ XI equalsH0
DR(V(xi), L) = Γ(V(xi), h(L)).

The obvious left p·ID
I
X -module structure on DR(L)�OXI shows that L\

XI is a left
DXI -module. In other words, L\r

XI = H0(pIjI)∗j∗I (L� ωXI ).
Our L\ carries a bunch of structures described in (i)–(iii) below that will be

used in the construction of the chiral envelope:
(i) For every diagonal embedding ∆(I/S) : XS ↪→ XI we have an obvious

identification of left D-modules

(3.7.6.2) ∆(I/S)∗L\
XI

∼−→ L\
XS .

So the L\
XI form a left D-module on R(X) (see 3.4.2).

More generally, the L\
XI behave nicely with respect to arbitrary standard mor-

phisms between XI ’s. Namely, if π : J → I is any map of finite sets, then the
pull-back of V J̃ by ∆(π) : XI → XJ contains V Ĩ . So we have the restriction map

(3.7.6.3) ∆(π)∗L\
XJ → L\

XI

53We do not assume that L is a Lie∗ algebra at the moment.
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which coincides with (3.7.6.2) if π is surjective. These maps are injective morphisms
of D-modules; they are compatible with the composition of the π’s.

For example, if J = ∅, then the corresponding vector space L\0 := L\
X∅ is

Γ(X,h(L)) (see 2.5.3). We get a canonical embedding of DXI -modules

(3.7.6.4) L\0 ⊗ OXI ↪→ L\
XI .

(ii) Denote by L`XI the cokernel of (3.7.6.4). Since X is affine, one has L`XI =
H0pI·F X̃I where F X̃I := (jI·j∗IDR(L)�OXI )/(DR(L)�OXI ). The corresponding
right DXI -module equals pI∗ΦX̃I where ΦX̃I := jI∗j

∗
I (L � ωXI )/L � ωXI . In

particular, L`X = L`.
Notice that L`XI , unlike L\

XI , depends on L in a purely X-local way; i.e., L`(xi)

depends only on the restriction of L to a neighbourhood of {xi}.
For S ∈ Q(I) consider the open subset j[I/S] : U [I/S] ↪→ XI (see 3.4.4); for

s ∈ S let ps : XI → XIs be the projection and ps̃ := idX × ps. Decomposing F X̃I

by connected components of its support, we get j[I/S]∗ ∏
s∈S

ps̃
∗F X̃Is

∼−→ j[I/S]∗F X̃I

hence the isomorphism

(3.7.6.5) j[I/S]∗
∏
s∈S

p∗sL
`
XIs

∼−→ j[I/S]∗L`XI .

In particular, one has j(I)∗
∏
p∗iL

` ∼−→ j(I)∗L`XI .
Here is another interpretation of (3.7.6.5). For s ∈ S consider the projection qs :

XI → XIrIs and the coresponding embedding (3.7.6.3) of D-modules q∗sL
\
XIrIs

↪→
L\
XI . We have a commutative diagram of embeddings of DXI -modules

(3.7.6.6)

∏
S

p∗sL
\
XIs

−→ (L\
XI )S ←− L\

XI

↑ ↑ ↑

(L\0 ⊗ OXI )S −→
∏
S

q∗sL
\
XIrIs

←− L\0 ⊗ OXI

The morphisms between the cokernels of vertical embeddings
∏
S

(p∗sL
\
XIs

/L\0 ⊗

OXIs ) →
∏
S

L\
XI/L

\
XIrIs

← L\
XI/L

\
0 ⊗ OXI being restricted to U [I/S] become iso-

morphisms; the composition is (3.7.6.5).
(iii) Assume that L is a Lie∗ algebra. Then L\

XI is a Lie algebra in the tensor
category M`(XI). One defines the Lie bracket on L\

XI in the same way that we
defined the bracket on h(L). Namely, the ∗ bracket on L yields a morphismDR(L)�
DR(L)→ DR(∆∗L) on X×X. Take the exterior tensor product of this morphism
with OXI , restrict it to V ×

XI
V ⊂ (X ×X)×XI , and push forward to XI . We get

a morphism of complexes of the left DXI -modules ((pIjI)·j∗I (DR(L) � OXI ))⊗2 →
(pIjI)·j∗I (∆

·DR(∆∗L) � OXI ). The second term is canonically quasi-isomorphic to
(pIjI)·j∗I (DR(L) � OXI ) (see (b) in 2.1.7). Passing to H0, we get a morphism
[ ]\ : L\

XI ⊗ L\XI → L\
XI which is the desired Lie bracket.

All the canonical morphisms in (i) and (ii) above are compatible with our Lie
algebra structure. In particular, L\ is a Lie algebra in the tensor category of left
D-modules on R(X).
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3.7.7. Now we are ready to define our factorization algebra. Set

(3.7.7.1) VXI := U(L\
XI )/U(L\

XI )L
\
0.

Here U(L\
XI ) is the enveloping associative algebra of our Lie algebra L\

XI in the
abelian tensor k-category M`(XI). So VXI is the vacuum representation := the
L\
XI -module induced from the trivial L\0 ⊗ OXI -module.

The construction of the enveloping algebra and induced module is compatible
with pull-backs. Therefore U(L\

XI ) and VXI form left D-modules U(L\) and V on
R(X).

Our V has a canonical factorization structure. To define factorization isomor-
phisms c (see 3.4.4.1), look at (3.7.6.6) and consider the corresponding morphisms
of induced modules

(3.7.7.2) �
S
VXIs −→ ⊗

S
U(L\

XI )/U(L\
XI )q∗sL

\
XIrIs

←− VXI .

The following well-known lemma (together with (ii) in 3.7.6) shows that over
U [I/S] both arrows in (3.7.7.2) are isomorphisms. This provides the factorization
isomorphisms. The compatibilities from 3.4.4 obviously hold.

3.7.8. Lemma. Let φ : L1 → L2 be a morphism of Lie algebras over a commu-
tative ring R, and let N1 ⊂ L1, N2 ⊂ L2 be Lie subalgebras such that φ(N1) ⊂ N2

and L1/N1
∼−→ L2/N2. Then the morphism U(L1)/U(L1)N1 → U(L2)/U(L2)N2 is

an isomorphism.

Remark. The following stronger statement holds: the map U(L1) ⊗
U(N1)

U(N2)

→ U(L2) is an isomorphism. In fact, this statement follows from the lemma.54

We give two proofs of the lemma. The first one is elementary. The second
proof is more “immediate” but it uses a machinery too heavy for the purpose.55

First Proof. Set Pi := U(Li)/U(Li)Ni; let vi ∈ Pi be the “vacuum vectors”
and let π : P1 → P2 be our morphism.

(i) π is surjective. Indeed, π is compatible with the standard filtrations on the
Pi’s. Since gr·Pi is a quotient of Sym·(Li/Ni), grπ is surjective, and we are done.

(ii) So to prove our lemma, it suffices to construct a left inverse P2 → P1 of π.
To do this, we will define an L2-module structure on P1 such that:

(a) The obvious L1-action on P1 equals the one coming from the L2-action via
π.

(b) The action of N2 ⊂ L2 kills v1.
As follows from (b), there is a unique morphism of L2-modules P2 → P1 which

sends v2 to v1. By (a) it is left inverse to π.
(iii) It remains to construct the L2-action. We use the following remark: for

any L1-modules Q,R one has HomL1(Q ⊗ P1, R) = HomL1(P1,Hom(Q,R)) =
HomN1(Q,R).

Taking Q = L2, R = P1, we see that there is a unique morphism of L1-modules
a : L2 ⊗ P1 → P1 with the property a(l2 ⊗ v1) = l1v1 for every li ∈ Li such that
l1 modN1 = l2modN2.

54It suffices to consider the case L1 ⊂ L2. Then apply the lemma to L̃1 := L1 × N2,
L̃2 := L2 × L2, Ñ1 := N1, Ñ2 := L2.

55It will be of use in the proof of the Poincaré-Birkhoff-Witt theorem 3.7.14 though.
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Let us show that a is a Lie algebra action. We need to check that the two maps
Λ2L2 ⊗ P1 → P1 coincide. Both maps are L1-equivariant, so by the above remark
it suffices to show that their restrictions to Λ2L2 ⊗ v1 are equal. This is clear since
both maps vanish on Λ2N2 ⊗ v1, and on the image of L1 ⊗ L2 ⊗ v1 they coincide
by the L1-equivariance of a.

Property (a) follows from the case Q = L1, R = P1 in the above remark;
property (b) holds by construction. We are done.

Second Proof. Consider the derived version of the induced module construction.
Namely, for an emedding of Lie algebras N ⊂ L one may find Lie DG algebras L̃, Ñ
placed in degrees ≤ 0 whose components are flat (e. g. free) R-modules, together
with projections L˜→ L, N˜→ N which are quasi-isomorphisms, and morphism
of Lie DG algebras N˜→ L˜ that lifts the embedding N ↪→ L. Consider the
enveloping associative DG algebra U(L )̃ as an (L ,̃N )̃-bimodule (with respect to
the left and right actions). Denote by C the homological Chevalley complex of N˜
with coefficients in U(L )̃ (where N˜acts on U(L )̃ by right multiplication). This is
a DG L -̃module (L˜acts by left multiplication) of degrees ≤ 0. There is an obvious
isomorphism H0C

∼−→ U(L)/U(L)N .
As a graded module, C equals U(L )̃⊗ Sym(N [̃1]). It carries a filtration C0 ⊂

C1 ⊂ · · · equal to the tensor product of the standard filtration U(L )̃· and the
filtration Sym≤·(N [̃1]). This filtration is stable with respect to the differential, and
there is a canonical isomorphism griC = Symi(Cone(N˜→ L )̃). Therefore, as an
object of the derived category of R-modules, griC equals LSymi(L/N).

Let us return to the situation of our lemma. Choose resolutions as above
for both (L1, N1), (L2, N2) and morphisms of Lie DG algebras φL̃ : L1̃ → L2̃,
φÑ : N 1̃ → N 2̃ that lift φ and for which the diagram

L1̃
φL̃−−−−→ L2̃x x

N 1̃
φÑ−−−−→ N 2̃

commutes. We get a morphism of filtered complexes φC : C1 → C2. Notice that
gri(φC) is the ith symmetric power of φ˜ : Cone(N 1̃ → L1̃) → Cone(N 2̃ → L2̃).
The condition of 3.7.4 assures that this φ ,̃ hence Sym·φ ,̃ is a quasi-isomorphism.
Therefore φC is a quasi-isomorphism. Passing to H0 we get our lemma. �

Remark. The above lemma also shows that VX has the étale local nature.
Namely, let π : X ′ → X be an étale map, LX′ the π-pull-back of L = LX , VX′

the corresponding vacuum module. One has an obvious morphism of Lie algebras
π∗L\X → L\X′ . It yields the morphism of vacuum modules π∗VX → VX′ which is an
isomorphism.

3.7.9. Lemma. Our V is a factorization algebra. Its D-module structure co-
incides with the canonical D-module structure defined by the factorization structure
(see 3.4.7).

Proof. One needs only to check the flatness along codimension 1 diagonals.
Indeed, the unit in V is the canonical generator 1 of the induced module VX ; since
1 is horizontal, our D-module structure coincides with the canonical one (see 3.4.7).

Assume that I = {1, . . . , n} and the codimension 1 diagonal Xn−1 ↪→ Xn

we consider is given by the equation xn−1 = xn. Let j′ : U ′ ↪→ Xn be the
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complement to the union of diagonals x1 = xn, . . . , xn−1 = xn, and the projections
q : Xn → Xn−1, p : Xn → X are, respectively, (x1, . . . , xn) 7→ (x1, . . . , xn−1),
(x1, . . . , xn) 7→ xn.

The embeddings q∗L\Xn−1 ↪→ L\Xn ←↩ p∗L\X (see (i) in 3.7.6) yield a short exact
sequence

(3.7.9.1) 0→ q∗L\Xn−1 → L\Xn → j′∗j
′∗p∗L`X → 0.

Consider the canonical filtration on the enveloping algebra U(L\Xn). The
Poincaré-Birkhoff-Witt theorem grU = Sym holds for Lie algebras in any abelian
tensor Q-category (see, e.g., [DM] 1.3.7), so graU(L\Xn) = SymaL\Xn . Let us con-
sider (3.7.9.1) as a two-step increasing filtration on L\Xn . Notice that the sub- and
quotient modules in our filtration are Tor-independent. Therefore it defines on every
SymaL\Xn an increasing filtration with successive quotients q∗(Syma−mL\Xn−1) ⊗
j′∗j

′∗p∗(SymmL`X). Set Q := U(L\Xn)/q∗U(L\Xn−1); we see that Q = j′∗j
′∗Q.

The Lie algebra L\0 ⊂ q∗L
\
Xn−1 ⊂ L\Xn acts on U(L\Xn) by right multiplications,

and VXn is the DXn-module of coinvariants U(L\Xn)L\
0
. The short exact sequence of

L\0-modules 0→ q∗U(L\Xn−1)→ U(L\Xn)→ Q→ 0 yields the short exact sequence
of coinvariants

(3.7.9.2) 0→ q∗VXn−1 → VXn → QL\
0
→ 0.

Indeed, one need only check the exactness from the left which follows from the fact
that every morphism from a j′∗OU ′ -module to q∗VXn−1 vanishes.

Both sub- and quotient modules in (3.7.9.2) are flat along our diagonal Xn−1 ⊂
Xn (recall that QL\

0
= j′∗j

′∗QL\
0
), so the same is true for the middle term; q.e.d. �

3.7.10. Consider the chiral algebra V r that corresponds to our factorization
algebra V . So V r is the right D-module corresponding to the left DX -module VX =
U(L\X)/U(L\X)L\0. The chiral product µ : j∗j∗VX �VX → ∆∗VX may be described
explicitly as follows. The exact sequence 0 → p∗2L

\
X → L\X×X → j∗j

∗p∗1L
`
X → 0

(see (3.7.9.1)) shows that the embedding p∗1L
\
X ↪→ L\X×X yields an isomorphism

between the induced modules j∗p∗1VX −→∼ j∗U(L\X×X)/U(L\X×X)p∗1L
\
X . In partic-

ular, L\X×X acts on j∗j∗p∗1VX ; the same is true for j∗j∗p∗2VX . Therefore the tensor
product j∗j∗VX � VX is an L\X×X -module. There is a canonical isomorphism of
L\X×X -modules j∗j∗VX×X −→∼ j∗j

∗VX � VX which sends the generator 1X×X to

1X � 1X . Our chiral product µ is the composition of the inverse to this isomor-
phism and the projection j∗j

∗VX×X → (j∗j∗VX×X)/VX×X = ∆∗VX where the
latter identification is the structure isomorphism ∆∗VX×X = VX . Notice that µ is
a morphism of L\X×X -modules.

The morphism L\X → VX , l 7→ l · 1, kills L\0, so it yields a morphism of right
DX -modules i : L→ V r. The next proposition finishes the proof of 3.7.1:

3.7.11. Proposition. The above i : L → V r is a morphism of Lie∗ al-
gebras. It satisfies the universality property: for every chiral algebra A the map
HomCA(X)(V r, A)→ HomLie∗(X)(L,ALie), ϕ 7→ ϕi, is bijective.

Proof. We begin with a useful general construction.
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Let A be a chiral algebra, M an A-module. Consider the Lie algebra56 A\X :=
ALie\X in the tensor category M`(X) (see 3.7.6). One has H0p2∗j∗j

∗A � M =
H0(p2∗j∗j

∗A � ωX) ⊗! M = A\X ⊗ M ; here p2 : X × X → X is the second
projection. Therefore we get a canonical morphism

(3.7.11.1) • = •M := p2∗(µM ) : A\X ⊗M →M.

Exercise: Check that this is a Lie algebra action of A\X on the D-module M .
On the Lie subalgebra A\0 = H0

DR(X,A) = Γ(X,h(A)) ⊂ A\X this action coincides
with the usual h(A)-action for the ALie-module structure on M (see 2.5.4).

Notice that •M determines µM uniquely (since p2∗ is right exact and for DX×X -
modules supported on the diagonal it is fully faithful).

In particular, we have a canonical action of A\X on A. The morphism A\X →
A`, a\ 7→ a\•1, coincides with the standard projection A\X → A\X/A

\
0⊗OX = A` (see

(ii) in 3.7.6). A morphism of chiral algebras A→ A′ is the same as a morphism of
D-modules ϕ : A→ A′ which is compatible with • actions (i.e., ϕ •A = •A′(ϕ\⊗ϕ))
and sends 1A to 1A′ .

Let us return to our chiral algebra V r. Let •L : L\X ⊗ VX → VX be the
morphism •V r composed with i\ : L\X → V r\X .

Sublemma. •L coincides with our old canonical L\-action on VX .

Proof of Sublemma. We know that the chiral product µ : j∗j∗VX�VX → ∆∗VX
is a morphism of L\X×X -modules (see 3.7.10). Restricting this action to p∗2L

\
X ⊂

L\X×X and pushing µ forward by p2, we see that • : V r\X ⊗ VX → VX is a mor-
phism of L\X -modules. Here L\X acts on V r\X := H0p2∗j∗j

∗p∗1VX via the embedding
p∗2L

\
X ↪→ L\X×X and the L\X×X -action on j∗j

∗p∗1VX = U(L\X×X)/U(L\X×X)p∗2L
\
X

(see 3.7.10), and on VX in our old canonical way (as on the vacuum module). One
checks easily that i\ : L\X → V r\X is a morphism of L\X -modules. So for l, l′ ∈ L\X ,
v ∈ VX one has l′(l •L v) = [l′, l] •L v + l •L (l′v). Since l •L 1 = l1 and 1 generates
VX as an L\X -module, we are done. �

End of proof of Proposition. Take l ∈ L\0 ⊂ L\X , l′ ∈ L. By the sublemma,
l •L i(l′) = i(adll′). This shows that i is a morphism of Lie∗ algebras (see 2.5.2).
Our sublemma also implies that V r is generated by i(L) as a chiral algebra, so
the map HomCA(X)(V r, A) → HomLie∗(X)(L,ALie) is injective. Let us define its
inverse. Let ψ : L→ ALie be a morphism of Lie∗ algebras. It yields a morphism of
Lie algebras ψ\ : L\X → A\X ; hence •A defines an L\X -action on A. Since L\0 ⊂ L\X
kills 1A, we get a morphism of L\X -modules ψ̃ : VX → A` which sends 1 to 1A. One
has ψ̃i = ψ, so it remains to check that ψ̃ is a morphism of chiral algebras. Since it
is a morphism of L\X -modules, we know that µA(ψ̃�2) equals ψ̃µV r on the image of
j∗j

∗L� V r → j∗j
∗V r � V r. Since the image of L generates V r as a chiral algebra,

we are done. �

3.7.12. Let Lα be a family of Lie∗ algebras. Consider the Lie∗ algebra ⊕Lα.
It follows immediately from the universality property of ⊗ and U (see 3.4.15 and

56Specialists in vertex algebras sometimes call a similar object “the Lie algebra of local fields.”
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3.7.1) that one has a canonical isomorphism of chiral algebras

(3.7.12.1) U(
∏

Lα) ∼−→ ⊗U(Lα).

In particular, for any Lie∗ algebra L the diagonal map L → L × L yields
a coproduct morphism U(L) → U(L) ⊗ U(L) which makes U(L) a Hopf chiral
algebra (see 3.4.16).

3.7.13. We are going to prove a chiral version of the Poincaré-Birkhoff-Witt
theorem.

Let A be a chiral algebra equipped with a filtration A0 ⊂ A1 ⊂ · · · ⊂ A (see
3.3.12). Notice that A0 is a chiral subalgebra of A and A1 is an A0-submodule. We
say that our filtration A· is 1-generated if all the arrows j∗j∗Ai � Aj → ∆∗Ai+j ,
i, j ≥ 0, are surjective. If R ⊂ A is a chiral subalgebra of A and M ⊃ R is an
R-submodule of A that generates A, then there is a unique 1-generated filtration
A· such that A0 = R, A1 = M . Namely, Ai+1 := µ(j∗j∗A1 � Ai) for i ≥ 0. We
say that this filtration is generated by (R,M); if R = ωX · 1, then we simply say
that our filtration is generated by M . Assume that M is a Lie∗ subalgebra of A,57

R is commutative, and M normalizes R. Then our filtration is commutative (see
3.3.12), and the obvious surjective morphism of Z-graded commutative DX -algebras
Sym·M ` → gr·A` is compatible with the coisson brackets.

3.7.14. Let us return to our situation. Denote by Ltor the OX -torsion sub-
module of L. Since any binary chiral operation on an O-torsion D-module vanishes,
the canonical morphism L → U(L) kills the commutator [Ltors, Ltors] (which is a
Lie ideal in L). Therefore U(L) ∼−→ U(L/[Ltor, Ltor]).

The chiral algebra U(L) is generated by the image of L which is a Lie∗ subal-
gebra of U(L). The corresponding filtration U(L)· is called the Poincaré-Birkhoff-
Witt filtration. We have a canonical surjective morphism of coisson algebras

(3.7.14.1) Sym·L` � gr·U(L)`,

which factors through

(3.7.14.2) Sym·(L/[Ltor, Ltor])` � gr·U(L)`.

Theorem. The morphism (3.7.14.2) is an isomorphism. In particular, if L is
OX-flat, then (3.7.14.1) is an isomorphism.

Proof. We can assume that X is affine. Consider the projection U(L\X) →
VX = U(L)`. As follows from the proof of 3.7.11 (see the sublemma), our PBW
filtration equals the image of the usual PBW filtration on the enveloping algebra
U(L\X).

Consider the filtered OX -complex C from the second proof of 3.7.8 for the
pair L\0 ⊂ L\X . Then H0C equals U(L)` (as a filtered module) and griC =
LSymi

OX
(L`). So one has H0griC = SymiL`, H−1griC = Symi−2(L/Ltor)` ⊗

TorOX
1 (Ltor`, Ltor`)Σ2 = Symi−2(L/Ltor)` ⊗ ∆!(Ltor � Ltor)` sgn. The differential

d−2,1
1 : H−1gr2C → H0gr1C in the spectral sequence coincides with the Lie∗ bracket

57The next conditions hold automatically if R = ωX · 1.
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∆!(Ltor � Ltor)` sgn → Ltor` ⊂ L`.58 Now recall that C is a module over some
Lie algebra whose quotient is L\X . This implies that the image of the differential
d1 : H−1grC → H0grC is the ideal generated by the image of d−2,1

1 , and all higher
dp,qr ’s for p+ q = −1 vanish (since they all vanish on Ker d−2,1

1 ). We are done. �

3.7.15. We are going to describe U(L)-modules in more explicit terms (see
3.7.18). Notice that, contrary to the usual (non-chiral) setting, U(L)-modules are
not the same as L-modules.

Proposition. The obvious functor M(X,U(L))→M(X,L) admits a left ad-
joint induction functor

(3.7.15.1) Ind = IndL : M(X,L)→M(X,U(L)).

Proof. For a D-module M an L-action on it amounts to a Lie∗ algebra structure
on L⊕M such that the bracket on M vanishes and L ↪→ L⊕M is a morphism of
Lie∗ algebras. So an L-module M yields a chiral algebra U(L⊕M). The Gm-action
on M by homotheties defines a Z-grading on this chiral algebra. Its zero component
is U(L). The degree 1 component is IndM . To check the universality property use
3.3.5(i). �

The induction functor is compatible with the étale localization of X.
Let us describe the induced module IndM explicitly. We can assume that X

is affine. Consider the Lie algebra L\X defined in (iii) in 3.7.6. The Lie∗ action of
L on M yields an action on M of the Lie subalgebra L\0 ⊂ L\X . Now one has a
canonical isomorphism

(3.7.15.2) IndM ∼−→ U(L\X) ⊗
U(L\

0)⊗OX

M.

Remarks. (i) The PBW filtration on U(L) defines a filtration (IndM)i :=
U(L)iM on IndM . By construction, we have a natural morphism (SymL)⊗M �
gr IndM which is an isomorphism if L is OX -flat.59

(ii) Let A be any chiral algebra. The functor IndA : M(X,ALie) → M(X,A)
from 3.3.6 is the composition M(X,ALie) Ind−−→M(X,U(ALie))→M(X,A); the lat-
ter arrow is N 7→ N/JN where J ⊂ U(ALie) is the ideal such that A = U(ALie)/J.

(iii) The above constructions and statements remain valid if we consider O-
modules equipped with L- and U(L)-actions (see 2.5.2, 3.3.5(ii)) instead of D-
modules.

3.7.16. Define a chiral L-module, or Lch-module, as a DX -module M equiped
with a chiral pairing µ = µLM ∈ P ch2 ({L,M},M) (called a chiral action of L on M)
which satisfies the following “truncated” version of the Lie algebra action axiom.
Let j′ : U ′ ↪→ X × X × X be the complement to the diagonals x1 = x3 and
x2 = x3. Consider a chiral operation µL1M (idL1 , µL2M ) − µL2M (idL2 , µL1M ) ∈

58To check this, we can assume that L = Ltor and it is supported at a single point x ∈ X,

i.e., L = ix∗F for some Lie algebra F . Then L\ = jx∗(F ⊗ OUx ), L\
0 = F ⊗ OX and C is the

Chevalley complex of F with coefficients in U(F )⊗ jx∗OUx . Now the statement is clear.
59The latter assertion follows from 3.7.14 together with the construction of Ind M in the

proof of the proposition.
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P ch3 ({L,L,M},M) and its restriction ν : j′∗j
′∗(L�L�M)→ ∆(3)M . We demand

that ν equals the composition

(3.7.16.1) j′∗j
′∗(L� L�M)→ ∆1=2

∗ j∗j
∗(L�M)→ ∆(3)

∗ M.

Here ∆1=2 : X × X ↪→ X × X × X is the embedding (x, y) 7→ (x, x, y), the first
arrow is [ ]L � idM , and the second one is ∆1=2

∗ (µLM ).

Example. Assume that M is supported at a point x ∈ X. Then a chiral
L-action on M is the same as a ∗ action of the Lie∗ algebra jx∗j∗xL on M . Here
jx : Ux ↪→ X is the complement to x.

Chiral L-modules form an abelian category which we denote by M(X,Lch).
A chiral operation ϕ ∈ P chI ({Mi}, N), where Mi, N are chiral L-modules, is

said to be compatible with the chiral L-actions (or to be a chiral Lch-operation) if
µLN (idL, ϕ) =

∑
i∈I

ϕ(µLMi
, idMi′ )i′ 6=i. Let P chLchI({Mi}, N) ⊂ P chI ({Mi}, N) be the

subspace of such an operations. They are closed under the composition, so we have
defined a pseudo-tensor structure M(X,Lch)ch on M(X,Lch).

3.7.17. If X is affine, then M(X,Lch)ch can be described as follows. The
proofs are left to the reader.

As in the beginning of the proof in 3.7.11, a chiral pairing µLM amounts to a
morphism •µ : L\X⊗M →M such that its restriction to L\0⊗M = Γ(X,h(L))⊗M
comes from a ∗ operation ∈ P ∗2 ({L,M},M).

Lemma. µLM is a chiral action if and only if •µ is an action of the Lie algebra
L\X on M . �

Let us describe chiral Lch-operations in these terms.
Let Mi, i ∈ I, be chiral L-modules. Then j

(I)
∗ j(I)∗ �Mi is naturally an L\

XI -
module (recall that L\

XI is a Lie algebra in the tensor category of left DXI -modules,
see (iii) in 3.7.6). To see this, consider for i ∈ I the morphism of DX Ĩ -modules

µLMi � ( �
i′ 6=i

idMi′ ) : j(Ĩ)∗ j(Ĩ)∗L � (�Mi) → ∆i
∗j

(I)
∗ j(I)∗ � Mi where ∆i : XI ↪→

X Ĩ = X × XI is the diagonal x = xi. Its push-forward by the projection to XI

is a morphism of DXI -modules ai : L\
XI ⊗ (j(I)∗ j(I)∗ �Mi) → j

(I)
∗ j(I)∗ �Mi. This

is an L\
XI -action on j

(I)
∗ j(I)∗ �Mi, and the actions ai for different i ∈ I mutually

commute. The promised L\
XI -module structure on j(I)∗ j(I)∗ �Mi is

∑
i∈I

ai.

If N is another Lch-module, then ∆(I)
∗ N is an L\

XI -module: the action mor-

phism is L\
XI ⊗∆(I)

∗ N = ∆(I)
∗ (L\

XI ⊗N)
∆(I)
∗ (•µ)−−−−−→ ∆(I)

∗ N .

Lemma. A chiral operation ϕ : j(I)∗ j(I)∗ �Mi → ∆(I)
∗ N is compatible with the

chiral L-actions if and only if ϕ is a morphism of L\
XI -modules.

3.7.18. A chiral U(L)-module structure on a DX -module M defines in the
obvious manner a chiral L-action on M . A chiral U(L)-operation between U(L)-
modules (see 3.3.4) is automatically an Lch-operation. So we have a pseudo-tensor
functor

(3.7.18.1) M(X,U(L))ch →M(X,Lch)ch.
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Proposition. This is an equivalence of pseudo-tensor categories.

Proof. Use 3.7.17 and (3.7.15.2). A chiral Lch-operation is the same as a chiral
U(L)-operation by Remark (iii) in 3.3.4 (applied to P = L ⊂ U(L)). �

Corollary. The functor Ind from 3.7.15 extends naturally to a pseudo-tensor
functor M(X,L)ch →M(X,U(L))ch left adjoint to the obvious pseudo-tensor func-
tor M(X,U(L))ch →M(X,L)ch.

Proof. We can assume that X is affine. Let Pi, i ∈ I, be L-modules. According
to (3.7.15.2), the L\

XI -module j(I)∗ j(I)∗� IndPi is equal to the induced L\
XI -module

U(L\
XI ) ⊗

U(L\
0)⊗OXI

j
(I)
∗ j(I)∗ � Pi. We are done by the second lemma in 3.7.17. �

3.7.19. Let x ∈ X be a point, jx : Ux ↪→ X its complement. The topological
associative algebra U(L)asx (see 3.6.2–3.6.7) can be described as follows. This al-
gebra depends only on the restriction of U(L) to Ux, so it is convenient to change
notation for the moment and assume that L is a Lie∗ algebra on Ux. Consider the
topological Lie algebra ĥLiex (L) := ĥLiex (jx∗L) (see 2.5.12). Denote by U(ĥLiex (L))
the topological enveloping algebra of ĥLiex (L) defined as the completion of the plain
enveloping algebra with respect to the topology whose base is formed by the left
ideals generated by an open subspace in ĥLiex (L).

Proposition. There is a canonical isomorphism of topological associative al-
gebras

(3.7.19.1) U(ĥLiex (L)) ∼−→ U(L)asx .

Proof. ĥLiex (L) and U(L)asx are completions of, respectively, hx(jx∗L) and
hx(jx∗U(L)) with respect to certain topologies. It follows from the definitions
that the canonical morphism hx(jx∗L) → hx(jx∗U(L)) is continuous with respect
to these topologies; thus we have a continuous morphism ĥLiex (L)→ U(L)asx . This
is a morphism of Lie algebras (as follows from Remark (i) in 3.6.6). So it yields
a morphism of topological associative algebras U(ĥLiex (L)) → U(L)asx . According
to 2.5.15, 3.7.18, 3.6.6, and Example in 3.7.16 this morphism yields an equivalence
between the categories of discrete modules. Since our algebras are complete and
separated, and their topologies are defined by systems of left ideals, this shows that
our morphism of topological algebras is an isomorphism. �

3.7.20. Twisted enveloping algebras. Let L[ be an (automatically central)
ω-extension of a Lie∗ algebra L (see 2.5.8). Let 1[ be the corresponding horizontal
section of L[` (so L` = L[`/OX1[). The [-twisted chiral enveloping algebra of L
is the quotient U(L)[ of U(L[) modulo the ideal generated by 1 − 1[. So for any
chiral algebra A a morphism U(L)[ → A amounts to a morphism of Lie∗ algebras
L[ → ALie which maps 1[ to 1A.

As in 3.7.13, the image of L[ in U(L)[ defines the PBW filtration on U(L)[,
and one has a canonical surjective map of coisson algebras

(3.7.20.1) Sym·L` � gr·U(L)[.

One has the twisted version of the Poincaré-Birkhoff-Witt theorem:
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Proposition. If L is OX-flat then (3.7.20.1) is an isomorphism.

Proof. Notice that ε := 1 − 1[ is a central horizontal section of U(L[)`. It
defines the endomorphism ε· of the D-module U(L[), and U(L)[ is its cokernel.
This endomorphism shifts the PBW filtration of U(L[) by 1, and the corresponding
endomorphism of grU(L[)` = SymL[` (see 3.7.14) is multiplication by 1[ ∈ L`. It
is injective with the cokernel equal to SymL`. This implies our PBW. �

The coproduct on U(L[) (see 3.7.12) yields a coaction of the Hopf chiral algebra
U(L) on the chiral algebra U(L)[. If L is OX -flat, then U(L)[ is a U(L)-cotorsor
(see 3.4.16). The functor (we use the notation of 2.5.8 and 3.4.16)

(3.7.20.1) P(L)→ P(U(L)), L[ 7→ U(L)[,

is naturally a morphism of Picard groupoids.

Exercise. Show that (3.7.20.1) is an equivalence of Picard groupoids.60

3.7.21. The morphism L[ → U(L)[ yields a functor M(X,U(L)[)→M(X,L)
(since any ∗ action of ωX on any module is trivial, L[-modules are the same as L-
modules). It admits a left adjoint functor Ind[ = Ind[L: M(X,L) → M(X,U(L)[)
(see 3.7.15). For an L-module M we have Ind[LM = IndL[M/(1− 1[)IndL[M . One
defines the canonical filtration on Ind[M as the image of the canonical filtration on
IndL[M , so we have a canonical morphism of graded SymL`-modules

(3.7.21.1) Sym·L` ⊗M � gr·Ind[M.

Lemma. If L is OX-flat, then (3.7.21.1) is an isomorphism.

Proof. Same as that of the proposition in 3.7.20 (see Remark (i) in 3.7.15). �

3.7.22. Here is the twisted version of compatibility (3.7.19.1). Assume that
we are in the situation of 3.7.19, so L is a Lie∗ algebra on Ux and let L[ be
an extension of L by ωUx

. Let us compute the topological associative algbera
U(L)[asx = (U(L)[)asx .

The morphism of topological Lie algebras ĥLiex (L[) � ĥLiex (L) is continuous

and open. Its kernel is the image of k = ĥx(jx∗ωUx
) 1[

−→ ĥLiex (L[). The twisted
topological enveloping algebra U(ĥLiex (L))[ is the quotient of U(ĥLiex (L[)) modulo
the closed ideal generated by the central element 1[(1)− 1.

Proposition. There is a canonical isomorphism of topological associative al-
gebras

(3.7.22.1) U(ĥLiex (L))[ ∼−→ U(L)[asx .

Proof. The composition of the morphisms U(ĥLiex (L[)) → U(L[)asx → U(L)[asx
sends 1[ to 1, so it yields a morphism U(ĥLiex (L))[ → U(L)[asx . As follows from
3.7.19, this morphism induces an equivalence between the categories of discrete
modules; hence it is an isomorphism (use the fact that our algebras are complete
and separated and their topologies are defined by systems of left ideals). �

60Hint: for C ∈ P(U(L)) the corresponding ω-extension L[ is the Lie∗ subalgebra of C
defined as the preimage of L× C ⊂ U(L)⊗ C by the coaction morphism δ : C → U(L)⊗ C.
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3.7.23. Let A be a chiral algebra and L a Lie∗ algebra that acts on A (see
3.3.3). For a chiral algebra B consider the set of pairs (i, ψ) where i:A → B is a
morphism of chiral algebras and ψ:L→ B a morphism of Lie∗ algebras, such that
i is a morphism of L-modules (here L acts on B via ψ and the adjoint action of
B). Such pairs depend on B functorially, and it is easy to see that there exists a
universal pair (i, ψ); the corresponding chiral algebra B is denoted by A�∗ U(L).
Indeed, consider the L-action on A as an action of L on the Lie∗ algebra ALie,61

so we have the semi-direct product ALie oL of the Lie∗ algebras ALie and L. Our
A�∗ U(L) is the quotient of U(ALie o L) modulo the obvious relations (which say
that the morphism A→ A�∗ U(L) is a morphism of chiral algebras, not just of Lie∗

algebras).
Here is another construction of A�∗ U(L). Recall that IndchL is a pseudo-tensor

functor (see 3.7.18), so IndchL A is a Liech algebra. The image of 1A is the unit
in IndchL A, so IndchL A is a chiral algebra. The canonical morphism i:A → IndchL A
and the morphism ψ:L → IndchL A that comes from the chiral action of L on 1A
satisfy the above properties. One checks immediately the universality property, so
A�∗ U(L) = IndLA.

We leave it to the reader to check that the PBW filtration on IndLA is a chiral
algebra filtration, and the PBW morphism

(3.7.23.1) A⊗ Sym·L` → gr·(A�∗ U(L))

is a morphism of chiral algebras. According to Remark (i) in 3.7.15, if L is OX -flat,
then (3.7.23.1) is an isomorphism.

3.7.24. The constructions of 3.7.23 and 3.7.20 easily combine. Namely, assume
that we have A,L as in 3.7.23 and L[ as in 3.7.20. Look at the pairs i:A → B,
ψ[:L[ → B that satisfy the same conditions as i, ψ from 3.7.23 and assume that
ψ[(1[) = 1B . As in 3.7.23, there exists a universal pair (i, ψ[), and we denote the
corresponding B by A�∗ U(L)[. One has A�∗ U(L)[ = A�∗ U(L[)/(1−1[)A�∗ U(L[).
There is a canonical identification A�∗ U(L)[ = Ind[LA. The canonical filtration on
Ind[LA is a chiral algebra filtration, and the canonical morphism A ⊗ Sym·L` →
gr·(A�∗ U(L)[) is a morphism of chiral algebras. If L is OX -flat, then this is an
isomorphism (see 3.7.21). This version of the PBW theorem will be of use in 3.8.

Remark. For M ∈M(X) a structure of the A�∗ U(L)[-module on M amounts
to a chiral action on M of the semi-direct product ALie o L[ of the Lie∗ algebras
ALie and L[ such that the chiral ALie-action is actually a chiral A-action and the
chiral action of ω ⊂ L[ is the unit action. This follows immediately from 3.7.18 and
the construction of A�∗ U(L)[ as a quotient of U(ALie o L[).

3.7.25. Virasoro vectors. Consider the Virasoro extension Θc
D of ΘD of

central charge c ∈ k (see (c) in 2.5.10). The twisted enveloping algebra U(Θ)c :=
U(ΘD)c is called the chiral Virasoro algebra of central charge c.

For a chiral algebra A a Virasoro vector, a.k.a. stress-energy tensor, of central
charge c is a morphism of chiral algebras U(Θ)c → A which is the same as a
morphism of Lie∗ algebras ιc : Θc

D → A which sends 1c : ωX ↪→ Θc
D to 1A.

61We use notation of 3.3.2.
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A Virasoro vector yields two actions of the Lie algebra Θ on the sheaf A, called
the adjoint and Lie action, defined, respectively, by the formulas

(3.7.25.1) adτa := adι(τ)a, Lieτa := adτa− a · τ.

Here · is the action via the right D-module structure and ι : ΘD → A/ω1A is
defined by ιc. The adjoint action is DX -linear, while the Lie action is compatible
with the usual ΘX -action on DX .

Example. Sugawara’s construction. Let g be a finite-dimensional Lie algebra,
κ a symmetric ad-invariant bilinear form on g. So we have the Kac-Moody Lie∗

algebra gκD (see 2.5.9); let A be the twisted enveloping algebra U(gD)κ.
Let γ = Σai ⊗ bi ∈ g ⊗ g be a symmetric ad-invariant tensor. It yields endo-

morphisms adγ : x 7→ Σ[ai, [bi, x]] and εγ : x 7→ Σκ(ai, x)bi of g which commute
with the adjoint action; one has Tr(εγ) = κ(γ) := Σκ(ai, bi). We say that γ is
κ-normalized if adγ + εγ = idg.

Remark. A κ-normalized γ is unique; it exists if and only if the bilinear form
x, y 7→ κ(x, y) + 1

2Tr(adxady) on g is non-degenerate.

Consider γ as a symmetric section of gD � gD ⊂ A � A. The image of γ by
the Lie∗ bracket morphism A � A → ∆∗A equals κ(γ)φ1A where φ ∈ ∆∗ωX is a
canonical skew-symmetric section which can be written in terms of local coordinates
as (dx · δ(x− y))∂x. Thus the skew-symmetric morphism of OX×X -modules

(3.7.25.2) OX×X(∆)
γ−→ j∗j

∗A�A
µ−→ ∆∗A

kills OX×X(−2∆); i.e., it yields a skew-symmetric morphism ν → ∆∗A where ν was
defined in (c) in 2.5.10. The restriction of this morphism to ωX ⊂ ν equals κ(γ)1A.
Replacing ν by the induced D-module and using (2.5.10.1), we get a morphism of
DX -modules

(3.7.25.3) sγ : Θ(−2κ(γ))
D → A

such that sγ1−2κ(γ) = 1A; this is the Sugawara tensor.

Lemma. If γ is κ-normalized, then sγ is a Virasoro vector of central charge
−2κ(γ), and the corresponding adjoint action of ΘD on A coincides with the one
defined by the obvious action62 of ΘD on gκD.

Proof. Straightforward computation. �

3.8. BRST, alias semi-infinite, homology

We considered the BRST reduction in the classical setting in 1.4.21–1.4.26; now
we turn to the quantum version.

The Becchi-Rouet-Stora-Tyupin construction arose in mathematical physics.
It came to representation theory in a pioneering work of B. Feigin [F] (his term
“semi-infinite” reflects the view of a Tate vector space as a sum of its compact and
discrete “halves”63) and was further developed in [FGZ]. These articles deal with a
linear algebra setting; the BRST differential is given by an explicit formula written
in terms of a redundant Z-grading. Its conceptual characterization (the BRST

62See the first Remark in 2.5.9.
63Or, perchance, the view of our momentary existence suspended between the two eternities.
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property of 3.8.10(iii) and 3.8.21(iii) below) is due to F. Akman [A]. An important
example of the BRST construction is the quantum Drinfeld-Sokolov reduction which
produces from (the chiral envelope of) an affine Kac-Moody algebra the chiral W -
algebra (see Chapter 14 of [FBZ] and references therein). Some closely related
subjects we do not touch: the BRST homology of finite quantum groups [Ar] and
a general homological algebra approach to BRST-like constructions [Vo].

We discuss BRST homology first in the setting of chiral algebras (3.8.1–3.8.15)
and then in the more traditional setting of Tate’s linear algebra (3.8.17–3.8.22).
The two pictures are compared in 3.8.23–3.8.25. W -algebras are briefly mentioned
in 3.8.16; we refer the reader to [FBZ] for a thorough treatment.

We work in the DG super setting (see 1.1.16) skipping the adjective “DG su-
per”.

3.8.1. Chiral Weyl algebras. Let T be a DX -module; we assume that it
has no O-torsion. Let 〈 〉T ∈ P ∗2 ({T, T}, ωX) be a skew-symmetric64 ∗ pairing. Set
T [ := T ⊕ ωX . This is a Lie∗ algebra with commutator equal to 〈 〉T (plus zero
components). So T [ is an extension of a commutative Lie∗ algebra T by ωX . Let
W = W(T, 〈 〉T ) be the corresponding twisted enveloping chiral algebra U(T )[ (see
3.7.20). This is the Weyl algebra of (T, 〈 〉T ). It carries the PBW filtration so that
T [ = W1, and gr·W = Sym·T (see 3.7.20).

The classical, or coisson, Weyl algebra Wc is SymT equipped with a coisson
bracket that equals 〈 〉T on T = Sym1T . It differs from gr·W as a coisson algebra:
the coisson bracket on gr·W is trivial.

3.8.2. Assume our T is a vector DX -bundle and 〈 〉T is non-degenerate; i.e.,
the corresponding morphism T → T ◦ (see 2.2.16) is an isomorphism. Then the
center of W(T ) equals ωX . Let A be any chiral algebra. The tensor product
A⊗W(T ) (see 3.4.15) contains A and W(T ) as subalgebras, and A coincides with
the centralizer of T [ ⊂W(T ) ⊂ A⊗W(T ). We have a pair of adjoint functors

(3.8.2.1) M(X,A)→M(X,A⊗W(T )), M(X,A⊗W(T ))→M(X,A),

where the left functor is M 7→ M ⊗W(T ) and the right one sends N ∈ M(X,A⊗
W(T )) to the centralizer of T .

3.8.3. Lemma. The functor M(X,A)→M(X,A⊗W(T )) is fully faithful. Its
image consists of those A ⊗W(T )-modules on which the Lie∗ algebra T [ acts in a
locally nilpotent way. In particular, if T is purely odd, then the functors (3.8.2.1)
are mutually inverse equivalences of categories. �

3.8.4. Let us return to situation 3.8.1 (so we drop the non-degeneracy condi-
tion). Assume that we have a direct sum decomposition T = V ⊕V ′ such that 〈 〉T
vanishes on both V and V ′. Let 〈 〉 ∈ P ∗2 ({V ′, V }, ωX) be the restriction of 〈 〉T
(notice that the sign of 〈 〉 depends on the order of V , V ′). One recovers (T, 〈 〉T )
from (V, V ′, 〈 〉) in the obvious way, so we will write W = W(V, V ′, 〈 〉). There are
obvious embeddings of chiral algebras SymV,SymV ′ ↪→W(V, V ′).

64As always, “skew-symmetric” refers to the “super” tensor structure: if T is purely odd,
this amounts to “naive symmetric.”
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Define an extra Z-grading on T [ setting T [(−1) := V , T [(1) := V ′, T [(0) := ωX .
Therefore W acquires an extra Z-grading W(·).65 One has W

(−1)
1 = V , W

(1)
1 = V ′,

and graW(n) = Sym
a−n

2 V ⊗ Sym
a+n

2 V ′.

Remark. W carries another filtration – the one generated by (SymV ′, V +
SymV ′) (see 3.7.13). This filtration is commutative, and the associated graded
algebra gr′·W equals SymV ′ ⊗ Sym·V . So we have a canonical identification of
graded algebras66 gr′W = Sym(V ′ ⊕ V ) = Wc which is compatible with coisson
brackets. So if V , V ′ are mutually dual vector DX -bundles, then W is a SymV ′-
cdo (see 3.9.5 for terminology).

3.8.5. The Tate extension revisited. Consider the DX -module W
(0)
2 . It

contains W
(0)
0 = W0 = ω and W

(0)
2 /ω = gr2W(0) = V ⊗ V ′. The adjoint action of

W
(0)
2 preserves W

(±1)
1 . Since ω ⊂W

(0)
2 acts trivially, we get ∗ actions of V ⊗ V ′ on

V , V ′. Since W
(0)
2 = µ(V, V ′) + ω, we see that W

(0)
2 is a Lie∗ subalgebra of W.

Recall that in 1.4.2 we defined the associative∗ algebra structure on V ⊗ V ′

together with its left action on V and right action on V ′. We leave it to the reader
to check that the above action of V ⊗V ′ on V coincides with that of 1.4.2, the one on
V ′ is opposite to that of 1.4.2, and the Lie∗ algebra structure on V ⊗ V ′ = W

(0)
2 /ω

coincides with the Lie∗ algebra structure associated with the associative∗ algebra
structure from 1.4.2. So the quotient V ⊗ V ′ = W

(0)
2 /ω is the Lie∗ algebra GLie

from 2.7.2, and we have an extension of Lie∗ algebras

(3.8.5.1) 0→ ω →W
(0)
2 → G→ 0.

This extension canonically identifies with the extension G−[ opposite to the Tate
extension G[ from 2.7.2. Namely, consider the chiral product j∗j∗V �V ′ → ∆∗W

(0)
2 .

Its restriction to V � V ′ equals −〈 〉 : V � V ′ → ∆∗ωX , and its composition with
the projection W

(0)
2 → V ⊗V ′ is the standard projection j∗j∗V �V ′ → ∆∗(V ⊗V ′).

Therefore it yields a canonical identification of extensions (see the construction of
G[ in 2.7.2)

(3.8.5.2) W
(0)
2

∼−→ G−[.

This identification is obviously compatible with the Lie∗ brackets.

3.8.6. Chiral Clifford algebras. Let L be a (DG super) DX -module; sup-
pose that it is a finite complex of vector DX -bundles. Let L◦ be its dual; denote by
( ) ∈ P ∗2 ({L◦, L}, ωX) the canonical non-degenerate pairing (see 2.2.16). Denote
the corresponding pairing ∈ P ∗2 ({L◦[−1], L[1]}, ωX) by 〈 〉; set Cl = Cl(L,L◦, ( ))
:= W(L[1], L◦[−1], 〈 〉). This is our Clifford chiral algebra.

As in 3.8.4, Cl contains subalgebras Sym(L◦[−1]) and Sym(L[1]). It carries an
extra Z-grading Cl(·) and the PBW filtration Cl· with Cl1 = L[−1]⊕ L[1]⊕ ω and
grCl = Sym(L◦[−1]⊕ L[1]).

Consider the Lie∗ algebra Cl
(0)
2 . The chiral product j∗j∗(L◦�L) = j∗j

∗(L◦[−1]
�L[1]) = j∗j

∗(Cl(1)1 �Cl
(−1)
1 )→ Cl

(0)
2 yields the ∗ pairing equal to ( ), so it defines,

65Notice that, unless V, V ′ are purely odd, the Z-grading mod 2 does not coincide with the

structure “super” Z/2-grading.
66The grading we consider comes from the grading on W; we forget about the grading coming

from the filtration.
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as in 3.8.5, an isomorphism of ω-extensions of G = L⊗ L◦ (cf. (3.8.5.2))

(3.8.6.1) Cl
(0)
2

∼−→ G[

where G[ is the Tate extension defined by L,L◦, ( ). This is an isomorphism of Lie∗

algebras, and it identifies the adjoint action of Cl
(0)
2 /ω on Cl

(±1)
1 with the usual

action of G on L◦[−1], L[1]. The proof coincides with that of the similar statement
for Weyl algebras plus a sign exercise.

3.8.7. Let now L be a Lie∗ algebra on X which satisfies the conditions of 3.8.6
as a mere DX -complex. So we have the Clifford algebra Cl and the Tate extension
gl(L)[ of the Lie∗ algebra gl(L) = L ⊗ L◦ identified with Cl(T )(0)2 . The adjoint
action of L yields a morphism of Lie∗ algebras L→ gl(L). Denote by L[ the pull-
back to L of the extension gl(L)[; this is the Tate extension of L. So we have a
canonical morphism of Lie∗ algebras β : L[ → gl(L)[ ⊂ Cl which sends 1[ ∈ L[` to
1 ∈ Cl`.

3.8.8. Let A be a chiral algebra and α : L[ → A a morphism of Lie∗ algebras
such that α(1[) = −1A; we refer to (A,α) = (A,L, α) as BRST datum. Since α
and β take opposite values on 1[ ∈ L[, we have a morphism of Lie∗ algebras

(3.8.8.1) `(0) := α+ β : L→ A⊗ Cl(0).

Consider the contractible Lie∗ algebra L† (see 1.1.16); recall that as a mere
complex it equals Cone(idL). Then `(0) extends to a morphism of mere graded Lie∗

algebras (we forget about the differential for a moment)

(3.8.8.2) ` : L† → A⊗ Cl,

whose component `(−1) : L[1] → A ⊗ Cl(−1) is the composition L[1] ↪→ Cl(−1) ↪→
A⊗ Cl.

3.8.9. To define the BRST charge, we need a simple lemma. Consider the
Chevalley differential δ on the commutative! algebra Sym(L◦[−1]) (see 1.4.10). Let
us identify Sym(L◦[−1]) with its image by the embedding Sym(L◦[−1]) ⊂ Cl ⊂
A ⊗ Cl. The adjoint action of L† on A ⊗ Cl via ` preserves Sym(L◦[−1]). The
corresponding action of L† on the Chevalley DG algebra is compatible with the
differentials: one has ad`(0) = [δ, ad`(−1)(a)] ∈ P ∗2 ({L,Sym(L◦[−1])},Sym(L◦[−1])).
Restricting this identity to L◦[−1] ⊂ Sym(L◦[−1]), we get (here [ ] is the bracket
on A⊗ Cl):

Lemma. The ∗ operations [`(0), idL◦[−1]] and [`(−1), δ|L◦[−1]] in P ∗2 ({L,L◦[−1]},
A⊗ Cl(1)) coincide. �

Consider a chiral operation

(3.8.9.1) χ̃ := µ(`(0), idL◦[−1])− µ(`(−1), δ|L◦[−1]) ∈ P ch2 ({L,L◦}, A⊗ Cl(1)[1])

where µ is the chiral product on A ⊗ Cl. The corresponding ∗ operation vanishes
by the lemma, so it amounts to a morphism of complexes

(3.8.9.2) χ : L⊗ L◦ → A⊗ Cl(1)[1].

We have h(L⊗ L◦) ∼−→ End(L). Set

(3.8.9.3) d = dA,α := χ(idL) ∈ h(A⊗ Cl(1)[1]).
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This is the BRST charge for (A,α). Its adjoint action is an odd derivation dA,α
of A ⊗ Cl called the BRST differential. It has degree 1 with respect to both the
structure degree and the (·)-grading.

3.8.10. Theorem. (i) One has [d, d] = 0; hence d2
A,α = 0.

The DG chiral algbebra (A⊗ Cl, dA⊗Cl + dA,α) is denoted by CBRST(L,A).
(ii) ` from (3.8.8.2) is a morphism of DG Lie∗ algebras

(3.8.10.1) ` : L† → CBRST(L,A).

(iii) d is a unique element of h(A⊗Cl(1)[1]) which is even of structure degree 0
and such that add`

(−1) = `(0). Similarly, dA,α is a unique odd derivation of A⊗ Cl

of structure and (·) degrees 1 such that dA,α`(−1) = `(0).

Remarks. (i) The statement (ii) of the theorem says that `(−1) is a dA,α
(or dA⊗Cl + dA,α) homotopy between `(0) = α + β and 0; we refer to it as the
BRST property of d or dA,α. According to (iii) of the theorem, the BRST property
determines d and dA,α uniquely.

(ii) The construction of the BRST element and the above theorem remain
literally valid in the setting of chiral algebras on an algebraic DX -space Y (see
3.3.10). We assume that L is a Lie∗ algebra on Y which is a vector DX -bundle on
Y, etc.

(iii) Let ϕ : A → A′ be a morphism of chiral algebras. Then (A′, L, ϕα) is
again a BRST datum. It follows from the statement (iii) of the theorem that the
morphism ϕ ⊗ idCl : A ⊗ Cl → A′ ⊗ Cl sends dA,α to dA′,ϕα; hence we have a
morphism of DG chiral algebras CBRST(L,A)→ CBRST(L,A′).

(iv) For the “classical” version of the theorem see 1.4.24.

Proof. It is found in 3.8.11–3.8.13.

3.8.11. First we show that dA,α`(−1) = `(0) ∈ Hom(L,A⊗Cl); i.e., d and dA,α
satisfy (iii).

Consider the operation µ(χ̃, `(−1)) ∈ P ch3 ({L,L◦, L}, A⊗Cl). We label the vari-
ables by the lower indices 1, 2, 3. One has µ(χ̃, `(−1)) = µ(`(0)1 , µ(idL◦[−1] 2, `

(−1)
3 ))+

µ(µ(`(0)1 , `
(−1)
3 ), idL◦[−1] 2)−µ(`(−1)

1 , µ(δ|L◦[−1] 2, `
(−1)
3 ))−µ(µ(`(−1)

1 , `
(−1)
3 ), δ|L◦[−1] 2).

Restricting it to j∗(L � L◦) � L, we get µ(`(0)1 , 〈 〉23) + µ(`(−1)[ ]13, idL◦[−1] 2) +
µ(`(−1)

1 , ad◦L 32) = µ(`(0)1 , 〈 〉23) + [µ(`(−1)
1 , idL◦[−1] 2), `

(0)
3 ]. Both summands vanish

on L� L◦ � L, so we can consider them as operations in P ∗2 ({L⊗ L◦, L}, A⊗ Cl).
Insert idL ∈ h(L ⊗ L◦) in the first variable; the first summand yields `(0) and the
second one 0. We are done.

3.8.12. Now let us prove the uniqueness statement (iii) in the theorem 3.8.10.
(a) Let F ⊂ h(A⊗Cl) be the centralizer of `(−1), so F contains A⊗Sym(L[1]).

Let us show that actually F = A ⊗ Sym(L[1]). This statement follows from its
“classical” version 1.4.22. Indeed, consider the ring filtration on A ⊗ Cl generated
by (A⊗ Sym(L[1]), A⊗ (Sym(L[1]) +L◦[−1])) (see 3.7.13). The associated graded
algebra equals A⊗Clc (see 1.4.21). Consider the corresponding filtration on h(A⊗
Cl); we have grh(A⊗ Cl) = h(A⊗ Clc). Take v ∈ h(A⊗ Cla); let n be the smallest
number such that it lies in the nth term of the filtration, so the corresponding
v̄ ∈ grnh(A ⊗ Clac ) = h(A ⊗ Symn(L◦[−1]) ⊗ Symn−a(L[1])) is non-zero (cf. the
proof in 1.4.22). Then the composition adv`(−1) takes values in the previous term,
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and the corresponding morphism from L[1] to grn−1(A⊗Cl(a)) ⊂ A⊗Cl
(a−1)
c is the

morphism ψ(v̄) from 1.4.22. So 1.4.22 implies that for v ∈ F one has n = 0; q.e.d.
(b) Consider the maps h(A⊗ Cl(a))→ Dera(A⊗ Cl)→ Hom(L[1], A⊗ Cla−1),

where the first arrow is the adjoint action and the second one is ν 7→ ν`(−1).67 Now
both of them are injective for a ≥ 1; this obviously implies 3.8.10(iii). The proof
is an obvious modification of that of its “classical” counterpart 1.4.24(iii) (replace
1.4.22 by (a) above and Clc by Cl).

3.8.13. Let us show that [d, d] = dA,α(d) vanishes. According to (a) in 3.8.12,
it suffices to prove that [d, d] ∈ F , i.e., d2`(−1) = 0. One has d`(−1) = `(0) (see
3.8.11), so we want to show that d`(0) = 0. Again by (a) in 3.8.12 it suffices to
show that d`(0) takes values in F , i.e., [d`(0), `(−1)] = 0. One has68 [d`(0), `(−1)] =
d[`(0), `(−1)]− [`(0), d`(−1)] = d`(−1)[ ]− [`(0), d`(−1)] = `(0)[ ]− [`(0), `(0)] = 0, and
we are done.

Finally 3.8.10(ii) follows from 3.8.11 and 3.8.13. �

3.8.14. The DG chiral algebra CBRST(L,A) considered as an object of the
homotopy category HoCA(X) (see 3.3.13) is called the BRST reduction of A with
respect to α. The reduction is regular if Ha

BRST(L,A) = 0 for a 6= 0; then the BRST
reduction is the plain chiral algebra H0

BRST(L,A).
For any graded A⊗ Cl-module N the action dN of d on N is a dA,α-derivation

of square 0 commuting with the structure differential dN . So N equipped with a
differential dN + dN is a DG CBRST(L,A)-module. In particular, for an A-module
M the module M ⊗ Cl (see 3.8.2) is a DG CBRST(L,A)-module. We denote it
by CBRST(L,M) and call the BRST complex of L with coefficients in M . Its
cohomology H ·

BRST(L,M) is an H ·
BRST(L,A)-module; this is the BRST, or semi-

infinite, homology of L with coefficients inM . As follows from Remark (iii) in 3.8.10
(applied to the morphism ϕ : U(L)−[ → A defined by α) our CBRST(L,M) depends,
as a complex of plain DX -modules, only on the chiral L−[-module structure on M .

Variant. Let x ∈ X be a point, jx : Ux ↪→ X its complement. Assume that
our BRST datum is given on Ux. According to 3.6.6 and 3.6.13 the category of
jx∗A⊗Cl-modules supported at x coincides with the category of discrete Aasx ⊗̂Clasx -
modules. We can consider d as an element of hxjx∗A ⊗ Cl, so its action yields a
canonical differential on any discrete Aasx ⊗̂Clasx -module. We will see in 3.8.25 that
it can be described in terms of the Tate linear algebra.

Remark. In this setting we have no canonical jx∗Cl-module supported at x,
so to define the BRST homology of an Aasx -module M , we should choose some Clasx -
module C and then define the BRST homology of M as the homology of M ⊗C. If
L is extended to X, i.e., if we have a Lie∗ subalgebra LX ⊂ jx∗L, then we can take
for C the module corresponding to the fiber at x of the Clifford module for LX .

3.8.15. The classical limit. Let us show that the BRST construction for
coisson algebras from 1.4.21–1.4.25 can be considered as a “classical limit” of the
chiral BRST construction.

Consider an increasing filtration on Cl with terms Sym(L◦[−1]) · Sym≤n(L[1])
(it differs from the PBW filtration from 3.8.6). This is a commutative filtration and

67Here the Dera are derivations of degree a with respect to the grading A⊗ Cl(·).
68The first equality comes since d is a derivation, the second and the fourth ones follow since

` commutes with brackets, and the third one is 3.8.11.
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gr·Cl = Sym(L◦[−1])⊗Sym·(L[1]); this identification is, in fact, an isomorphism of
coisson algebras (see 1.4.21, 1.4.23)

(3.8.15.1) gr Cl
∼−→ Clc.

Let now A, α : L[ → A be a BRST datum. Suppose that A carries a commuta-
tive filtration A· (see 3.3.12) such that α(L[) ⊂ A1. Then grA is a coisson algebra,
and αc := αmodA0 : L → gr1A is a morphism of Lie∗ algebras, so we have the
corresponding classical BRST complex CBRST(L, grA)c (see 1.4.24).

Equip A⊗Cl with the tensor product of our filtrations. This is a commutative
filtration, and one has an isomorphism of coisson algebras gr(A⊗Cl) = grA⊗grCl =
(grA) ⊗ Clc. The image of the morphism ` from (3.8.8.2) lies in the first term of
the filtration, and `modA0 equals its classical counterpart (1.4.23.1). The BRST
differential preserves our filtration, and gr d satisfies the classical BRST property,
hence equals the classical BRST differential. We have proved:

Lemma. There is a canonical isomorphism of DG coisson algebras

(3.8.15.2) grCBRST(L,A) ∼−→ CBRST(L, grA)c.

In particular, if the “classical” BRST reduction of grA is regular, then the
“quantum” BRST reduction of A is also regular. �

3.8.16. W -algebras. An important example of the BRST construction is the
quantum Drinfeld-Sokolov reduction. See Chapter 14 of [FBZ] for all details and
proofs.

We use the notation of (a) in 2.6.8. As in loc. cit., we have a canonical em-
bedding α : n(F)D ↪→ g(F)κD. Consider the twisted enveloping algebra Uκ :=
U(g(F)D)κ (see 3.7.20) and the embedding αψ := iα + ψ · 1Uκ : n(F)D ↪→ Uκ.
Since the adjoint action of n is nilpotent, the extension n(F)[D of n(F)D from 3.8.7
is trivialized, so αψ extends to a BRST datum n(F)[D → Uκ denoted again by αψ.

Theorem. The BRST reduction of Uκ with respect to αψ is regular. Thus it
reduces to a plain chiral algebra Wκ := H0

BRST(n(F)D, U
κ) called the W -algebra. �

Remark. The theorem for generic κ follows, by 3.8.15, from the classical coun-
terpart (which is the first proposition in 2.6.8).

3.8.17. BRST in the Tate linear algebra setting. In the rest of this
section we will show that the associative topological DG algebras CBRST(L,A)asx
can be computed purely in terms of Tate’s linear algebra. We assume that the
reader is acquainted with the content of 2.7.7–2.7.9 and 3.6.1.

Notice that if T is a Tate vector space and R any topological vector space, then
R⊗̂T ∗ is equal to the space Hom(T,R) of continuous linear maps T → R. More
generally, R⊗̂T ∗⊗̂n equals the space of continuous polylinear maps T×· · ·×T → R.

For a topological Lie algebra L its topological enveloping algebra U(L) is a
topological associative algebra equipped with a continuous morphism of Lie algebras
L → U(L) which is universal in the obvious sense. Thus U(L) is a completion
of the plain enveloping algebra with respect to the topology made of left ideals
generated by open subspaces V ⊂ L. If the topology on L is generated by open Lie
subalgebras, then U(L) satisfies the Poincaré-Birkhoff-Witt theorem: the associated
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graded algebra grU(L) for the PBW filtration69 equals the completed symmetric
algebra SymL. This condition holds automatically if L is a Tate vector space.70

Remark. If L[ is a central extension of L by k, then we have the correspond-
ing twisted topological enveloping algebra U(L)[; this is a topological associative
algebra equipped with a morphism of topological Lie algebras L[ → U(L)[ which
sends 1[ ∈ k ⊂ L[ to 1U(L)[ and is a universal morphism with these properties.
The PBW theorem for U(L)[ holds if the topology on L[ is generated by open Lie
subalgebras (and we assume that the topology induced on k ⊂ L[ is discrete).

Let T be a Tate (super) vector space, < >=< >T a skew-symmetric (contin-
uous) bilinear form on T . Consider T [ := T ⊕ k as a Lie algebra with the non-zero
component of the bracket equal to < >. This is a central extension of T (considered
as a commutative Lie algebra) by k. The twisted topological enveloping algebra
W = U(T )[ is called the topological Weyl algebra of (T,< >).

Assume that < > is non-degenerate. Then the category Wmod can be de-
scribed as follows. Let V ⊂ T be a c-lattice; then its orthogonal complement V ⊥ is
also a c-lattice. Assume that the restriction of < > to V is trivial; i.e., V ⊥ ⊃ V .
The restriction of< > to V ⊥ comes from the finite-dimensional vector space V ⊥/V .
The Weyl algebra W (V ⊥) is equal to the subalgebra of W generated by V ⊥ (and co-
incides with the centralizer of V inW ). The projectionW (V ⊥)→W (V ⊥/V ) yields
the functor W (V ⊥/V )mod → Wmod, M 7→ W ⊗

W (V ⊥)
M . This functor is fully

faithful. According to a variant of Kashiwara’s lemma it identifies W (V ⊥/V )mod
with the subcategory of those W -modules on which every v ∈ V ⊂ W acts in a
locally nilpotent way. Every discrete W -module is a union of submodules which
satisfy this property with respect to smaller and smaller V ’s.

As in 3.8.6 we can replace skew-symmetric pairing by a symmetric pairing to
get a topological Clifford algebra. As above, we are interested in the graded version
of this construction, so we start with a Tate vector space F and consider the
topological graded Clifford algebra Cl = Cl(·) generated by the graded (super) Tate
vector space F ∗[−1]⊕ F [1] such that the commutator pairing between F ∗[−1] and
F [1] equals the canonical pairing F ∗[−1]⊗F [1] = F ∗⊗F → k ⊂ Cl. Our Cl contains
commutative graded subalgebras Sym(F ∗[−1]), Sym(F [1]); here Sym denotes the
completed symmetric algebra.71 It carries the PBW filtration Cl· compatible with
the grading; the algebra grCl is equal to Sym(F ∗[−1]⊕ F [1]).

We have Cl
(0)
0 = k, Cl

(1)
1 = F ∗[−1] and Cl

(−1)
1 = F [1]. Notice that Cl2(0) is

equal to the simultaneous normalizer of F ∗[−1], F [1] in Cl. The adjoint action
of this Lie subalgebra preserves both F ∗[−1] and F [1] and identifies Cl

(0)
2 /k with

gl(F ) (as a topological Lie algebra).72 Thus Cl
(0)
2 is a central extension of gl(F ) by

k. It equals the Tate extension gl(F )[ from 2.7.8:

3.8.18. Proposition. There is a canonical isomorphism of topological central
extensions

Cl
(0)
2

∼−→ gl(F )[.

69Its terms are closures of the terms of the PBW filtration on the plain enveloping algebra.
70Proof: for every c-lattice V ⊂ L its normalizer in L intersected with V is an open Lie

subalgebra of L contained in V .
71I.e., the symmetric algebra in the category of topological vector spaces for the product ⊗̂.
72Use Exercise in 2.7.7.
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Proof. According to (ii) in 2.7.1 and 2.7.8 such an isomorphism amounts to a
pair of continuous sections sc : glc(F )→ Cl

(0)
2 , sd : gld(F )→ Cl

(0)
2 which commute

with the adjoint action of gl(F ), sc + sd : glc(F )⊕ gld(F )→ Cl
(0)
2 is an open map,

and sc − sd : glf (F ) → k ⊂ Cl
(0)
2 equals tr. Recall (see Exercise in 2.7.7) that

glc(F ), gld(F ) are completions of F ⊗ F ∗ with respect to appropriate topologies.
We define sc, sd restricted to F ⊗ F ∗ as, respectively, compositions F ⊗ F ∗ =
F ∗[−1] ⊗ F [1] ·−→ Cl

(0)
2 , F ⊗ F ∗ = F [1] ⊗ F ∗[−1] ·−→ Cl

(0)
2 where · is the product

map. It follows immediately from Exercise in 2.7.7 that sc and sd are continuous,
so they extend to continuous maps sc : glc(F ) → Cl

(0)
2 , sd : gld(F ) → Cl

(0)
2 . We

leave it to the reader to check that sc, sd satisfy the properties listed above. �

3.8.19. Let L be a topological Lie algebra which is a Tate vector space. The
adjoint action yields a continuous morphism of Lie algebras ad : L → gl(L). The
Tate extension of L is the pull-back L[ of the Tate extension gl(L)[ by ad.

Remark. For every Lie subalgebra P ⊂ L which is a c-lattice the adjoint
action maps P to gl(L)P , so, according to Remark in 2.7.9, we have a canonical
section sP : P → L[. If P ′ ⊂ P ⊂ L is another such subalgebra, then the restriction
of sP to P ′ equals sP ′ + trP/P ′ (the trace of the adjoint action of P ′ on P/P ′).

According to 3.8.18 we have a canonical morphism of topological Lie algebras
β : L[ → gl(L)[ ⊂ Cl(0) where Cl is the Clifford algebra as in 3.8.17 (for F = L).
One has β(1[) = 1Cl.

Let A be a topological associative algebra. A BRST datum is a continuous
morphism of Lie algebras α : L[ → A such that α(1[) = −1A. Since α and β take
opposite values on 1[, we have a morphism of topological Lie algebras

(3.8.19.1) `(0) := α+ β : L→ A⊗̂Cl(0).

Consider the contractible topological Lie DG algebra L† (see 1.1.16). Then
`(0) extends to a morphism of topological graded Lie algebras (we forget about the
differential for a moment)

(3.8.19.2) ` : L† → A⊗̂Cl,

where `(−1) is the composition L[1]→ Cl(−1) ⊂ A⊗̂Cl(−1).
Denote by δ the Chevalley differential on the topological commutative DG

algebra Sym(L∗[−1]) defined by the topological Lie algebra structure on L. Let us
identify Sym(L∗[−1]) with its image by the embedding Sym(L∗[−1]) ⊂ Cl ⊂ A⊗̂Cl.
The action of L† on A⊗̂Cl via ` and the adjoint action preserve Sym(L∗[−1]).
Considered as an action of L† on the Chevalley DG algebra, it is compatible with
the differentials: for a ∈ L the action of ad`(0)(a) on Sym(L∗[−1]) coincides with
[δ, ad`(−1)(a)].

3.8.20. Lemma. The map L⊗L∗ → A⊗̂Cl[1], a⊗b 7→ `(0)(a)·b−`(−1)(a)·δ(b),
where · is the product in A⊗̂Cl, extends by continuity to a morphism

(3.8.20.1) χ : L⊗̂L∗ → A⊗̂Cl(1)[1].

Proof (cf. 3.8.9). We want to find for each open U ⊂ A⊗̂Cl open subspaces
P ⊂ L, Q ⊂ L∗ such that `(0)(a) · b + `(−1)(a) · δ(b) ∈ U if either a ∈ P or b ∈ Q.
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We can assume that U is a left ideal. Take P , Q such that `(0)(P ), `(−1)(P ), Q,
δ(Q) ⊂ U . Then our condition is satisfied since [`(0)(a), b]− [`(−1)(a), δ(b)] = 0. �

Recall that L⊗̂L∗ ∼−→ End(L). Set

(3.8.20.2) d = dA,α := χ(idL) ∈ A⊗̂Cl(1)[1].

This is the BRST charge. Its adjoint action dA,α is the BRST differential; this is a
continuous odd derivation of A⊗̂Cl of degree 1.

3.8.21. Theorem. (i) One has [d, d] = 0; hence d2
A,α = 0.

The topological associative DG algbebra (A⊗̂Cl, dA⊗̂Cl + dA,α) is denoted by
CBRST(L,A).

(ii) ` from (3.8.19.2) is a morphism of topological Lie DG algebras

(3.8.21.1) ` : L† → CBRST(L,A).

(iii) d is a unique odd element in A⊗̂Cl(1) such that add`
(−1) = `(0). Simi-

larly, dA,α is a unique continuous odd derivation of degree 1 of A⊗̂Cl such that
dA,α`

(−1) = `(0).

We refer to (ii) as the BRST property of d or dA,α.
Proof (cf. the proof of Theorem 3.8.10). (a) One has dA,α`(−1) = `(0).
(b) The centralizer F of L[1] ⊂ Cl ⊂ A⊗̂Cl equals A⊗̂Sym(L[1]) ⊂ A⊗̂Cl. In

particular, F has degrees ≤ 0.
(c) Let us check (iii). Property [d, `(−1)] = `(0) determines d uniquely up to an

element of F 1. So d is unique. Similarly, property d`(−1) = `(0) determines d up to a
derivation ∂ which kills the image of L[1]. Such a ∂ sends L∗[−1] ⊂ Cl(1) ⊂ A⊗̂Cl(1)

and A ⊂ A⊗̂Cl(0) to F . Since ∂ has degree 1, it kills L∗[−1] and A according to
(a). Thus ∂ = 0; i.e., d is determined uniquely.

(d) Statement (i) follows from (b); the argument repeats 3.8.13. Statement (ii)
follows from (i) and (a). �

3.8.22. For every discrete A⊗̂Cl-module N the action of d on N is an odd
dA,α-derivation of degree 1 and square 0, so it defines on N a canonical structure of
a DG CBRST(L,A)-module. Fix a graded discrete Cl-module C; then for a discrete
A-module M the tensor product M ⊗C becomes a DG CBRST(L,A)-module called
the BRST, or semi-infinite homology, complex of M (for the Clifford module C).

Remarks. (i) If L is purely even, then an irreducible Cl-module is unique up
to a twist by a 1-dimensional (super) vector space. So the BRST complex with
respect to an irreducible C is uniquely defined up to a twist by a 1-dimensional
graded (super) vector space.

(ii) d, hence BRST complexes, behave in the obvious manner with respect to
morphisms of A’s. The “smallest” A for the BRST datum is U(L)−[. So the BRST
complex of M depends only on the L−[-module structure on M (coming from α).

(iii) Suppose L is discrete. Then L[ is split by means of sd, which identifies
L-modules and L−[-modules. The Chevalley homology complex of an L-module
coincides with the BRST complex of the corresponding L−[-module for the Clifford
module Sym(L[1]). Similarly, if L is compact, then we use the splitting sc to
identify L- and L−[-modules. The Chevalley cohomology complex of an L-module
coincides then with the BRST complex of the corresponding L−[-module for the
Clifford module Sym(L∗[−1]). If L is finite-dimensional, then the splittings differ
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by the character tr ad : L→ k, and we get the usual identification of the Chevalley
homology complex of an L-module with the Chevalley cohomology complex of the
L-module twisted by detL.

3.8.23. Now we can compare the chiral and the Tate linear algebra versions
of BRST. Let x ∈ X be a (closed) point, jx : Ux ↪→ X its complement.

Let L be a vector D-bundle on Ux, L◦ the dual vector D-bundle. According
to 2.7.10 the Tate vector space L◦(x) := ĥx(jx∗L◦) is dual to L(x) := ĥx(jx∗L); i.e.,
L◦(x) = (L(x))∗.

Let Cl· be the graded chiral Clifford algebra generated by L◦[−1] ⊕ L[1] (see
3.8.6), and let Cl·(x) be the topological graded Clifford algebra generated by L◦(x)[−1]
⊕L(x)[1] (see 3.8.17). According to 3.7.22, there is a canonical isomorphism of
topological graded algebras Cl·asx

∼−→ Cl·(x).
Here is a simple alternative construction of the identification r[ of (2.7.14.1).73

Consider the Tate extension gl(L)[ = Cl02 (see (3.8.6.1)). The previous isomorphism
yields then a morphism of Lie algebras hxjx∗gl(L)[ → Cl0(x)2. It is obviously contin-
uous with respect to the Ξsp[x -topology (see 2.7.13), so we have a morphism of topo-
logical Lie algebras gl(L)[(x) → Cl0(x)2. Using the identification Cl0(x)2 = gl(L(x))[ of
3.8.18, we can rewrite this morphism as r[ : gl(L)[(x) → gl(L(x))[. By construction,

this r[ is a lifting of the isomorphism r : gl(L)(x)
∼−→ gl(L(x)) of 2.7.12 to our

central k-extensions.

Now we assume that our L is a Lie∗ algebra, so we have the Tate extension L[

(see 3.8.7). Then L(x) is a topological Lie algebra (see 2.5.12 and 2.5.13(ii)) and
L[(x) is a central extension of L(x) by k. By definition of L[ the adjoint action of
L lifts canonically to a morphism of topological extensions L[(x) → gl(L)[(x). Thus
r[ provides a canonical identification of L[(x) with the Tate linear algebra extension
(L(x))[ from 3.8.19.

Assume we have a chiral BRST datum, i.e., a chiral algebra A on Ux and a
morphism of Lie∗ algebras α : L[ → A such that α(1[) = −1A (see 3.8.8). This
yields the topological associative algebra Aasx = (jx∗A)asx (see 3.6.2–3.6.6) and the
morphism α(x) : L[(x) → Aasx which sends 1[ to −1 which is a Tate linear algebra
BRST datum (see 3.8.19).

According to 3.6.8 the functor A 7→ Aasx commutes with tensor products, so
(A⊗ Cl)asx = Aasx ⊗̂Cl(x).

3.8.24. Lemma. The canonical morphism (3.6.6.2) of graded Lie algebras

hxjx∗A⊗ Cl→ (A⊗ Cl)asx = Aasx ⊗̂Cl(x)

sends the chiral BRST charge (3.8.9.3) to its Tate linear algebra cousin (3.8.20.2).

Proof. The image of chiral d satisfies the BRST property, so our statement
follows from 3.8.21(iii). �

3.8.25. According to 3.6.6 the categories of graded jx∗A ⊗ Cl-modules sup-
ported at x and discrete Aasx ⊗̂Cl(x)-modules are canonically identified. Each of

73Our L is V of 2.7.14.
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these objects carries a canonical BRST differential (defined as the action of the
BRST charges), and the above lemma identifies these differentials. This provides
a canonical identification of the BRST homology from 3.8.14 (Variant) with those
from 3.8.22.

3.9. Chiral differential operators

In this section we explain what enveloping chiral algebras of Lie∗ algebroids
are. In particular, we consider chiral algebras of differential operators or cdo which
correspond to the tangent algebroid ΘY. The key difference with the case of Lie∗

algebras treated in 3.7 is that the construction of the enveloping algebra requires
an extra structure (that of chiral extension) on the Lie∗ algebroid.

In 3.9.1–3.9.3 we consider chiral RDif -algebras for a commutative DX -algebra
R. The important fact is that chiral RDif -algebras are local objects with respect to
SpecR, so they can live on any algebraic DX -space. An example of such algebras
are R-cdo defined in 3.9.5. The notion of a chiral Lie algebroid is discussed in
3.9.6–3.9.10; in particular, we define an affine structure on the groupoid of chiral R-
extensions of a given Lie∗ algebroid L in 3.9.7, construct rigidified chiral extensions
in 3.9.8, and relate chiral extensions with mod t2 quantizations in 3.9.10. The
enveloping chiral algebras of chiral Lie algebroids come in 3.9.11. The Poincaré-
Birkhoff-Witt theorem (in a form suggested by D. Gaiitsgory), which is a main
technical result of this section, is in 3.9.11–3.9.14. To make the exposition clear,
we first present another proof of the PBW (actually, of a slightly more general
statement) for the usual Lie algebroids,74 and then explain how to modify it to
the chiral setting. The PBW theorem permits us to identify chiral extensions of
ΘY with cdo (see 3.9.15). In the rest of the section we describe the groupoid of
chiral R-extensions explicitly. In 3.9.16–3.9.17 we define a canonical DG chiral
extension of a certain DG Lie∗ algebroid over the de Rham-Chevalley algebra of
L. In particular, for L = ΘR we get a canonical DG cdo DDR over the de Rham
DX -algebra DR = DRR`/X (see 3.9.18). We use it in 3.9.20 to identify chiral
extensions of L with variants of Tate structures from 2.8.1; for L = Θ we get exactly
Tate structures on Y. Thus concrete Tate structures from 2.8.15 and 2.8.17 provide
examples of cdo. The formalism of Tate structures from 2.8 provides an obstruction
to the existence of the global chiral extension of L (see 3.9.21–3.9.22). In particular,
2.8.13 yields a version of the Gorbounov-Malikov-Schechtman formula of 3.9.23 for
the obstruction to the existence of a global cdo on a jet DX -scheme. In 3.9.24–
3.9.26 we identify modules over the enveloping algebra of a chiral algebroid with
chiral modules over the algebroid, describe the corresponding topological associative
algebras as enveloping algebras of topological Lie algebroids, and prove a version of
the PBW theorem. In particular, we show that the topological associative algebras
coming from a cdo are topological tdo (see 3.9.27).

Much of the material was independently developed by Gorbounov-Malikov-
Schechtman [GMS2], see also [Sch1] and [Sch2]. They consider the setting of
graded vertex algebras; in our languge, these are chiral algebras on X = A1 equi-
variant with respect to the action of the group Aff of affine linear transformations
(see 0.15). Their cdo and chiral algebroids live on the jet scheme of a constant
fibration Z = X × B over X equipped with an evident Aff -action; the “vertex
OB-algebroid” from loc. cit. is the degree 1 component of (the translation invariant

74The proof from 2.9.2 seems not to admit a chiral version.
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part of) a chiral Lie algebroid with appropriate induced structure which permits
us to recover the whole chiral algebroid. The notion of a chiral RDif -algebra is a
chiral analog of that of the D-algebra from [BB] 1.1. The subject of 3.9.1–3.9.3 was
also treated in [KV]. The canonical chiral DG tdo DDR from 3.9.18 first appeared
(in the graded vertex algebra setting) in the work of Malikov-Schechtman-Vaintrob
[MSV] under the name of chiral de Rham complex. The original construction of
[MSV] was coordinate-style (the standard “linear” chiral DG algebras, attached to
coordinate neighbourhoods of B, are patched together by means of certain explicit
liftings of coordinate transformations); it was elucidated in [KV] and [Bre1]. The
formula in 3.9.23 (in the graded vertex algebra setting)75 is due to Gorbounov-
Malikov-Schechtman [GMS1], [GMS2] 8.7, [Sch1], see also [Bre2].76 The first,
to our knowledge, “non-linear” example of cdo was found by Feigin-Frenkel [FF1],
[FF2]. They constructed a cdo (as a topological associative algebra) on the jet
scheme of an open Schubert cell by certain mysterious explicit formulas. In fact, as
was shown in [GMS3], for X = A1 the jet scheme of a flag space admits a unique
Aff -equivariant cdo; its restriction to the Schubert cell is the Feigin-Frenkel cdo.
From the point of view of this article, this follows from (3.9.20.2) and the exercise
in 2.8.17. Similarly, the cdo on the jet scheme of a group constructed in [AG] and
[GMS3] arise from the Tate structures from 2.8.15. The family of cdo on the jet
scheme of a flag space parametrized by Miura opers was suggested by E. Frenkel
and D. Gaitsgory (see 3.9.20 and 2.8.17). The subject of 3.9.27 is related to the
Appendix in [AG]. For an application of chiral Lie algebroids to representation
theory of affine Kac-Moody Lie algebras at the critical level, see [FrG].

3.9.1. Let R be a commutative chiral algebra; i.e., by (3.3.3.1), R` is a com-
mutative DX -algebra.

We say that a chiral R-module M is an R-differential module or simply an
RDif -module if M is a union of submodules which are successive extensions of cen-
tral R-modules.77 Equivalently, this means that there is a filtration {0} = M−1 ⊂
M0 ⊂ M1 ⊂ · · · ,

⋃
Mi = M , such that the griM are central.78 The subcategory

M(X,R)Dif ⊂ M(X,R) of RDif -modules is closed under direct sums and sub-
quotients. Any chiral R-module N has the maximal differential submodule NDif .
Every chiral operation preserves maximal differential submodules. We denote by
M(X,R)chDif ⊂M(X,R)ch the full pseudo-tensor subcategory of RDif -modules.

Consider the sheaf of commutative Lie algebras h(R) on X. It acts canonically
on every chiral R-module M , so M is a Symh(R)-module. If M ∈ M(X,R) is an
RDif -module, then the h(R)-action on M is locally nilpotent which means that
every m ∈ M is killed by some Symih(R), i � 0. The converse is true if we know
that for every i > 0 the subsheaf of M that consists of sections killed by Symih(R)
is OX -quasi-coherent. This always happens if M is either OX -flat or supported in
finitely many points.

Let f : R`1 → R`2 be a morphism of DX -algebras. If M is an R2Dif -module,
then it is an R1Dif -module via f , so we have faithful pseudo-tensor functors

(3.9.1.1) f· : M(X,R2)chDif →M(X,R1)chDif .

75Notice that in the translation equivariant setting ωX is trivialized, so it disappears from
the formula.

76Presumably, in the Aff -equivariant setting our construction reduces to that of [GMS2].
77See 3.3.7 and 3.3.10. In this definition R need not be commutative.
78One can define M· by induction taking for Mi the preimage of (M/Mi−1)cent.
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3.9.2. Consider the topological algebra with connection (Ras,∇) defined in
3.6.14. Since R is commutative, Ras is also commutative. We have R` = Ras/IR
for an open ideal IR ⊂ Ras. Let RDif be the IR-adic completion of Ras. Precisely,
we consider on Ras the topology defined by those open ideals I for which InR ⊂ I
for n � 0; our RDif is the corresponding completion. This is a commutative
topological OX -algebra equipped with a connection ∇.

Remark. The functor R 7→ RDif commutes with coproducts.79

We define discrete RDif [DX ]-modules in the same way as we defined discrete
Ras[DX ]-modules in 3.6.15; i.e., discrete RDif [DX ]-modules are the same as dis-
crete Ras[DX ]-modules such that the action of Ras comes from the discrete action
of RDif . They form an abelian category M`(X,RDif ).

The equivalence from 3.6.16 identifies RDif -modules with discrete RDif [DX ]-
modules. Therefore we have an equivalence

(3.9.2.1) M(X,R)Dif
∼−→M`(X,RDif ).

3.9.3. Proposition. Let f : R`1 → R`2 be an étale morphism of DX-algebras.
(i) The morphism of topological algebras RDif

1 → RDif
2 is also étale.

(ii) The pseudo-tensor functor f· from (3.9.1.1) admits a left adjoint pseudo-
tensor functor f · : M(X,R1)chDif →M(X,R2)chDif . One has f ·M = RDif

2 ⊗
RDif

1

M .

(iii) RDif -modules and chiral R-operations between them have the étale local
nature.

Proof. (i) Let I1 ⊂ RDif
1 be an open ideal, I2 ⊂ RDif

2 the closed ideal generated
by f(I1). We want to show that I2 is open and the morphism RDif

1 /I1 → RDif
2 /I2

is étale. This follows from the fact that the morphism RDif
1 → RDif

2 is formally
étale, which is an immediate corollary of 3.6.19.

(ii) It follows from (i) that f · defined by the above formula sends discrete
RDif

1 [DX ]-modules to discrete RDif
2 [DX ]-modules. The adjunction property on

the level of the usual morphisms is evident. To check it for chiral R-operations one
uses the lemma from 3.4.19 (the case of J = I); the details are left to the reader.

(iii) Follows from (i), (ii) and the remark in 3.9.2. �

According to 3.9.3(iii) one has the notion of an ODif -module on any algebraic
DX -space Y; we also call these objects O-modules on YDif . We denote the corre-
sponding abelian pseudo-tensor category by M(Y)chDif .

3.9.4. For a commutative R a chiral RDif -algebra is a chiral algebra A to-
gether with a morphism of chiral algebras R→ A such that A is an RDif -module.
According to 3.9.3(iii) these objects have the étale local nature, so we have the
notion of a chiral ODif -algebra on any algebraic DX -space Y; we also call them
chiral algebras on YDif . The corresponding category is denoted by CA(Y)Dif .

Example. Let A be a chiral algebra equipped with a commutative filtration
R = A0 ⊂ A1 ⊂ · · · (see 3.3.12). Then A is a chiral RDif -algebra. Notice that in
this situation gr1A is a Lie∗ R-algebroid (see 1.4.11) in the obvious way.

Let A be a chiral RDif -algebra. We say that a chiral A-module M is R-
differential if M considered as an R-module is. This notion is étale local, so for

79This follows immediately from a similar property of the functor R 7→ Ras; see 3.6.8, 3.6.13.
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any Y as above and A ∈ CA(Y)Dif we know what the O-differential A-modules on
Y, or simply the A-modules on YDif , are. These objects form an abelian pseudo-
tensor category M(Y,A)chDif ; we also have the corresponding sheaf of pseudo-tensor
categories M(Yét,A)chDif on Yét.

3.9.5. Cdo. Assume for the moment that ΩR is a finitely generated locally
projective R`[DX ]-module; e.g., R is smooth (see 2.3.15). A chiral algebra of twisted
differential operators on SpecR (we abbreviate it to cdo on SpecR or R-cdo) is a
chiral RDif -algebra A which admits a commutative filtration A0 ⊂ A1 ⊂ · · · (see
3.3.12) such that R = A0 and there is an isomorphism of coisson Z-graded algebras
Sym·ΘR

∼−→ gr·A identical on R.80

Notice that the filtration A· is uniquely defined: indeed, A0 = R, A1 is the
normalizer of R in D, and our filtration is 1-generated (see 3.7.13). We call it the
canonical filtration. The above isomorphism of the coisson graded algebras is also
uniquely defined.

It is clear that cdo are local objects for the étale topology. Thus we know
what cdo on any smooth algebraic DX -space Y are. We denote the corresponding
category by CDO(Y) ⊂ CA(Y)Dif . This is a groupoid. We have the corresponding
sheaf of groupoids CDO(Yét) on Yét.

The principal difference between cdo and the usual tdo (see [BB] or [Kas1]) is
that there is no canonical (“non-twisted”) cdo. We also do not know if cdo always
exist locally in the étale topology. This is true (as follows from (3.9.20.2)) if ΘY is
a locally trivial vector D-bundle (which happens when Y is a jet DX -scheme). If
cdo exist locally, then they form a gerbe. We will see that this gerbe need not be
trivial.

Similarly to the usual tdo, one handles cdo realizing them as twisted enveloping
algebras of certain Lie∗ algebroids. We explain the chiral Lie algebroid basics in
3.9.6–3.9.14 returning to tdo in 3.9.15.

3.9.6. Chiral Lie algebroids. An important class of chiral RDif -algebras
(which includes cdo) is formed by chiral enveloping algebras of Lie∗ R-algebroids.
Contrary to the case of mere Lie∗ algebras, to define such an enveloping algebra, one
needs an extra structure of the chiral extension of our algebroid. We first describe
this structure and play with it a bit; the chiral envelopes enter in 3.9.11.

Let R be a commutative chiral algebra, B a chiral R-algebra, and L a Lie∗

R-algebroid. Suppose we have a D-module extension

(3.9.6.1) 0→ B → L[ → L→ 0

together with a Lie∗ bracket and a chiral R-module structure µRL[ on L[ such that
the arrows in (3.9.12.1) are compatible with the Lie∗ algebra and chiral R-module
structures. Then L[ acts as a Lie∗ algebra on itself (by adjoint action), on B (since
B ⊂ L[), and on R (via the projection L[ → L and the L-action on R). Assume
that the following properties are satisfied:

(i) The chiral operations µB ∈ P ch2 ({B,B}, B) and µRL[ ∈ P ch2 ({R,L[},L[)
are compatible with the Lie∗ actions of L[.

(ii) The structure morphism R→ B is compatible with the Lie∗ L[-actions.

80Exercise: show that the existence of such an isomorphism amounts to the folowing condi-
tions: the adjoint ∗ action of gr1D on D0 = R identifies it with ΘR and gr1D generates gr·D.
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(iii) The ∗ operation that corresponds to µRL[ is equal to −ιτσ
L[R

where τL[R

is the L[-action on R, σ is the transposition of variables, and ι is the composition
of the structure morphism R→ B and the embedding B ⊂ L[.

We call such an L[ a chiral B-extension of L. The particular case of chiral
R-extensions (when B = R) is most interesting. We also call a pair (L,L[), where
L[ is a chiral R-extension of L, a chiral Lie R-algebroid. The image of 1R in L[` is
denoted by 1[.

Example. In the situation of the example in 3.9.4, A1 is a chiral Lie R-
algebroid, a chiral R-extension of gr1A. More generally, suppose we have an embed-
ding of chiral algebras B ⊂ A and a D-submodule L[ of A containing B. Assume
that the structure morphism R→ B is injective, L[ is a Lie∗-subalgebra and a chi-
ral R-submodule of A, and L[ normalizes R ⊂ A (in the ∗ sense). Then L := L[/B
is naturally a Lie∗ R-algebroid and L[ is its chiral B-extension.

We will see in 3.9.11 that every L[ that satisfies a certain flatness condition
comes in this way.

The quadruples (R,B,L,L[) form a category in the obvious manner. For fixed
R, B and L the chiral B-extensions of L form a groupoid Pch(L, B); if B = R,
we write simply Pch(L). We denote the category of chiral Lie R-algebroids by
LieAlgch(R) = LieAlgch(SpecR`). By 3.9.3(iii) chiral B-extensions have the étale
local nature (just as Lie∗ algebroids), so we can replace SpecR` by any algebraic
DX -space Y. The corresponding categories are denoted by Pch(Y,L, B), etc., and
the sheaves of categories on Yét by Pch(Yét,L, B), etc.

3.9.7 The affine structure on Pch(L). Let L be a Lie∗ R-algebroid. The
important point is that Pch(L) is not a Picard groupoid: the notion of a trivial
chiral extension of L makes no sense. We will see in a moment that this groupoid
carries an affine structure instead.

As in 2.8.2, we define a classical R-extension Lc of L as an extension of L by
R in the category of Lie∗ R-algebroids. In other words, Lc is a Lie∗ R-algebroid
equipped with a horizontal section 1c ∈ Lc` and an identification of Lie∗ alge-
broids81 Lc/R1c ∼−→ L; the morphism ι = ιLc : R → Lc, r 7→ r1c is assumed to
be injective. These objects have the étale local nature, so, as above, we have the
groupoid of classical extensions Pcl(L) = Pcl(Y,L).

The Baer sum of classical extensions makes Pcl(L) a Picard groupoid. We
can also form k-linear combinations of classical extensions, so Pcl(L) is actually a
k-vector space category.

If L[ is a chiral R-extension and Lc is a classical R-extension of L, then we
have the Baer sum of extensions Lc+L[. This is a Lie∗ algebra, a chiral R-module,
and an R-extension of L in the obvious way. The compatibilities in the definition
in 3.9.6 are obviously satisfied, so Lc + L[ is a chiral R-extension of L. Therefore
we have defined an action of the Picard groupoid Pcl(L) on Pch(L).

Lemma. If Pch(L) is non-empty, then it is naturally a Pcl(L)-torsor.

Proof. The Baer difference of two chiral extensions is a classical extension. �

81Notice that R · 1c ⊂ Lc is automatically a Lie∗ ideal which acts trivially on R, so Lc/R1c

is a Lie∗ R-algebroid.
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We will describe Pch(L) in down-to-earth terms later in 3.9.20–3.9.21. Presently
we see that the whole of Pch(L) is at hand (modulo the understanding of Pcl(L))
the moment we find some chiral R-extension. Here is a way to construct one:

3.9.8. Rigidified chiral extensions. We consider the general setting of
3.9.6, so we have a chiral R-algebra B. Let L be a Lie∗ algebra acting on R and
B in a compatible way; denote by τLR, τLB the L-actions. Let L be a (L, τLR)-
rigidified Lie∗ R-algebroid (see 1.4.13), so we have a morphism of Lie∗ algebras
ψ : L→ L which yields an isomorphism of R-modules R` ⊗ L ∼−→ L.

Proposition. Suppose that L is OX-flat. Then there is a chiral B-extension
L[ equipped with a lifting ψ[ : L → L[ of ψ such that ψ[ is a morphism of Lie∗

algebras and the adjoint action of L on B via ψ[ equals τLB. Such (L[, ψ[) is
unique.

We call (L[, ψ[) the (L, τLB)-rigidified B-extension of L.

Proof. Existence: Consider the chiral algebra B�∗ U(L) (see 3.7.23). It carries
the PBW filtration and gr·B�∗ L = B ⊗ Sym·L`. Define L[ as the pull-back of the
extension 0→ B → (B�∗ U(L))1 → gr1B�∗ L→ 0 by the morphism L = R`⊗L→
B`⊗L = gr1B�∗ L. It is an (L, τLB)-rigidified B-extension of L in the evident way.

Uniqueness: Suppose we have some (L[, ψ[). Consider the chiral pairing η :=
µRL[(idR, ψ[) ∈ P ch2 ({R,L},L[). The corresponding ∗ pairing equals −ιτσLR by
property (iii) in 3.9.6, and the composition of η with the projection L[ → L is
the chiral pairing that corresponds to the rigidification R ⊗ L ∼−→ L. Therefore η
identifies ∆∗L

[ with the push-out of the extension 0 → R � L → j∗j
∗R � L →

∆∗R
` ⊗ L→ 0 by R� L

τLR−−→ ∆∗R→ ∆∗B.
Therefore every two (L, τLB)-rigidified B-extensions of L are canonically iden-

tified. This identification is compatible then with the chiral R-actions (use the trick
from the remark in 3.3.6, or, equivalently, consider the chiral R-module structure
as the Ras-module structure; see 3.6.16) and with the Lie∗ brackets (use property
(i) in 3.9.6). We are done. �

3.9.9. For B = R the above proposition can be rephrased as follows. For
(L, τ) as above its R-extension is a D-module extension L[ of L by R together with
a Lie∗ algebra structure on L[ such that the projection π : L[ → L is a morphism
of Lie∗ algebras and the adjoint action of L[ on R ⊂ L[ coincides with τπ. Such
extensions form a Picard groupoid (in fact, a k-vector space category) P(L, τ). For
an (L, τ)-rigidified Lie∗ R-algebroid (L, ψ) the pull-back by ψ of a classical or a
chiral R-extension of L is an R-extension of L. So we have defined functors

(3.9.9.1) Pcl(L)→ P(L, τ), Pch(L)→ P(L, τ).

The first of them is a morphism of Picard groupoids; the second one transforms the
Pcl(L)-action on Pch(L) to the translation action of P(L, τ) on itself.

Corollary. If L is OX-flat, then these are equivalences of groupoids.

Proof. Since Pch(L) is non-empty, it suffices to treat the first functor. Its
inverse assigns to an R-extension L[ of L the push-forward of the R⊗R-extension
(L[)R of the Lie∗ R-algebroid LR by the product map R⊗R→ R. �
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3.9.10. Quantization mod t2. Here is a different application of the notion
of a chiral extension.

Suppose we are given a coisson structure on R. It yields a structure of Lie∗ al-
gebroid on the R[DX ]-module Ω = Ω1

R/X (see 1.4.17), so we have the corresponding
groupoid Pch(Ω) of chiral R-extensions.

Consider the groupoid Qch = Qch(R, { }) of mod t2 quantizations of the coisson
structure (see 3.3.11); let Qcl = Qcl(R, { }) be the groupoid of k[t]/t2-deformations
of our coisson algebra. Just as in the conventional Poisson setting, the Baer sum
operation makes Qcl a Picard groupoid (actually, a k-vector space category) and
Qch a Qcl-torsor.

There are canonical morphisms of Picard groupoids and their torsors82

(3.9.10.1) Pcl(Ω)→ Qcl, Pch(Ω)→ Qch

defined as follows. For a classical extension Ωc the corresponding coisson deforma-
tion Rc, as a plain D-module, is the pull-back of Ωc by d : R→ Ω. Let p : Rc → R,
dc : Rc → Ωc be the projections. The coisson bracket is defined by the property
that p and dc are morphisms of Lie∗ algebras. The product on Rc` is determined
by the requirement that p is a morphism of algebras and dc is a derivation (Ωc is an
R`-, hence Rc`-, module). The morphism of algebras k[t]/t2 → Rc` is determined
by the condition that dc(t) = 2 · 1c and p(t) = 0.

The chiral definitions are similar. The quantization R[ corresponding to Ω[,
as a plain D-module, equals the pull-back of Ω[ by d : R → Ω. Let p : R[ →
R, d[ : R[ → Ω[ be the projections. We define { }(1) demanding that p and
d[ be morphisms of Lie∗ algebras. The chiral product µR[ ∈ P ch2 (R[) is defined
by the properties pµR[ := µR(p, p), d[µR[ := µΩ[(p, d[) − µσ

Ω[(d[, p) where σ is
the transposition of arguments. The k[t]/t2-algebra structure k[t]/t2 ↪→ R[` is
p(1R[) = 1R, d[(1R[) = 0 and p(t) = 0, d[(t) = 2 · 1[.

The compatibilities are straightforward; we leave them to the reader.

Proposition. Functors (3.9.10.1) are fully faithful. If R` is formally smooth,
then the “classical” functor is an equivalence, and the “chiral” functor is an equiv-
alence if Pch(Ω) is non-empty étale locally on SpecR`.83

Proof. The “classical” statement: we recover Ωc from Rc as ΩRc/tΩRc , where
ΩRc = Ω1

Rc/X is the Lie∗ algebroid defined by the coisson structure on Rc, and
1c ∈ Ωc` is the image of d(t)/2. For an arbitrary Rc this could be an extension of
Ω by some quotient of R. It is always R itself if84 Ω(−1)

R/X = 0, as happens to be true
for a formally smooth R.

The “chiral” statement follows from the “classical” one. �

3.9.11. Suppose we have (R,B,L,L[) as in 3.9.6, so B is a chiral R-algebra
and L[ is a chiral B-extension of a Lie∗ R-algebroid L. For a test chiral algebra A
a chiral morphism ϕ[ : L[ → A is a morphism of DX -modules L[ → A compatible
with all the structures. Precisely, this means that ϕ[ is a morphism of Lie∗ algebras,
φ := ϕ[|B : B → A is a morphism of chiral algebras, and ϕ[ is a morphism of chiral

R-modules (where R acts on A via the morphism R → B
φ−→ A). It is easy to see

82I.e., “torsors” unless Pch(Ω) is empty.
83We hope that the latter condition is redundant.
84See 2.3.13 for the notation.
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that there is a universal ϕ[; we denote the corresponding A by U(L)[ = U(B,L)[.
This is the chiral envelope of L[.

It is clear that U(L)[ is a chiral RDif -algebra and the enveloping algebra functor
is compatible with the étale localization of R. Therefore the above constructions
make sense over any algebraic DX -space Y. Notation: U(L)[Y.

We define the Poincaré-Birkhoff-Witt filtration U(L)[· on U(L)[ as the filtration
generated by U(L)[0 := φ(B) and U(L)[1 which is the sum of U(L)[0 and the image
of µU(L)[(ϕ[, φ) ∈ P ch2 ({L[, B}, U(L)[) (see 3.7.13). Consider the chiral algebra
gr·U(L)[. This is a chiral R-algebra.85 Our ϕ[ yields a morphism ϕ : L→ gr1U(L)[

whose image is central in grU(L)[. By 3.4.15, ϕ and φ yield the surjective PBW
morphism of graded chiral algebras

(3.9.11.1) B ⊗
R`

Sym·
R`L

` � gr·U(L)[.

Theorem. If R and B are OX-flat and L is a flat R`-module, then the PBW
morphism is an isomorphism.

Notice that if A = R, then the PBW filtration is commutative and the PBW
morphism Sym·

R`L
` � gr·U(L)[ is a morphism of coisson algebras.

Proof. We deduce the statement from the ordinary PBW theorem for Lie∗

algebras (see 3.7.14). The reduction is of a quite general nature. A similar argument
proves the PBW theorem (or its more general version parallel the above theorem)
for the usual Lie algebroids. To make the exposition more transparent, we first
discuss the setting of the usual Lie algebroids (see 3.9.12 and 3.9.13) and then we
explain the slight modifications needed to cover the chiral situation (see 3.9.14).

3.9.12. We have already discussed the PBW theorem for the usual Lie alge-
broids in 2.9.2. The argument from loc. cit. does not generalize to the chiral setting
though. Below we give a different proof.

Here is a version of the PBW theorem parallel to the statement from 3.9.11.
Let R be a commutative k-algebra, B an associative R-algebra, and L a Lie

R-algebroid. Suppose we have an extension 0→ B → L[ → L→ 0 together with a
Lie algebra and an R-module structure on L[ such that the arrows are compatible
with the Lie algebra and R-module structures. Then L[ acts on itself by adjoint
action, on B (since B ⊂ L[), and on R (via the projection L[ → L and the L-action
on R). Assume that the following properties are satisfied:

(i) L[ acts on B by derivations; its action on L[ is compatible with the R-action
(via the L[-action on R), so L[ is a Lie R-algebroid.

(ii) The structure morphism R→ B is compatible with the L[-actions.
We call such an L[ a B-extension of L.
For such a B-extension L[ we can consider morphisms L[ → A, where A is a test

associative algebra, compatible in the obvious manner with the above structures.
There is a universal morphism ϕ[ : L[ → U(L)[. Then U(L)[ carries the PBW
filtration U(L)[· where U(L)[0 is the image of B, U(L)[1 = ϕ[(L[) · U(L)[0, and
U(L)[n = (U(L)[1)

n for n ≥ 1. One gets a canonical surjective morphism of graded
algebras B⊗

R
Sym·

RL � gr·U(L)[.

85Therefore U(L)[ is an RDif -algebra.
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Theorem. If L is a flat R-module, then this is an isomorphism.

The proof consists of three steps (a)–(c). First we consider the case when L[

admits a rigidification. Then our statement follows from the usual PBW theorem.
Next, in (b), we construct for any L an associative filtered DG algebra V together
with an identification H0V = U(L)[ such that grV is controllable (here step (a) is
used). Finally, we show that if L is R-flat, then V is quasi-isomorphic to U(L)[ as
a filtered algebra, which yields the theorem.

3.9.13. (a) Suppose we have a Lie algebra L acting on R and B by derivations.
Consider the rigidified Lie algebroid L := R ⊗ L. Then the trivial R-module
extension L[ := B ⊕ R ⊗ L carries a unique A-extension structure in the sense of
3.9.12 such that the morphism L → L[, l 7→ 1R ⊗ l is a morphism of Lie algebras
and the adjoint action of L ⊂ L[ on A ⊂ L[ coincides with the structure action.
We call L[ the rigidified B-extensions of L.

Denote by U(B,L) the universal associative k-algebra equipped with an as-
sociative algebra morphism φ : B → U(B,L) and a Lie algebra morphism ϕL :
L → U(B,L) which are compatible with respect to the L-action on B. Consider
the morphism ϕ[ : L[ → U(B,L), rl + b 7→ φ(r)ϕL(l) + φ(b). It satisfies all the
properties from 3.9.12 and is universal, so U(B,L) = U(L)[.

The algebra U(B,L) can be described explicitly as follows. The L action on
B amounts to an action of the Hopf algebra U(L) on the algebra B. Denote
by B�∗ U(L) the corresponding twisted tensor product of B and U(L): this is
an associative algebra which equals B ⊗ U(L) as a k-module with the product
(a⊗ u) · (b⊗ v) = Σaui(b)⊗ u′iv where Σui ⊗ u′i is the coproduct of u. One checks
in a moment that the obvious morphisms B → B�∗ U(L) and L → B�∗ U(L)
satisfy the universality property, so we have a canonical isomorphism U(L)[ =
U(B,L) ∼−→ B�∗ U(L). It identifies the PBW filtration on U(L)[ with the filtration
B�∗ U(L)i := B⊗U(L)i. Therefore the PBW theorem for L[ follows from the usual
PBW for L.

(b) Let us return to the general situation of 3.9.12, so L is an arbitrary Lie
R-algebroid and L[ is its arbitrary B-extension. Let us define the DG associative
filtered algebra V that was promised in loc. cit.

Denote by L our L[ considered as a mere Lie k-algebra acting on R and B. Let
K be the kernel of the morphism of R-modules R ⊗ L → L, r ⊗ l[ 7→ rl. Our L
acts on R⊗L (by the tensor product of the L-action on R and the adjoint action),
so it acts on K.

Set R̃ := SymR(K[1]) and B̃ := B⊗
R
R̃. So B̃ is an associative R̃-algebra, and

L acts on these algebras. Let U(B̃, L) be the enveloping algebra (see (a)). This is
a Z-graded associative super algebra whose 0 component equals U(B,L).

The algebra U(B̃, L) carries the PBW filtration; by (a), the corresponding
associated graded algebra equals B̃ ⊗ SymkL. We want to consider a different
filtration, namely, the filtration which on a graded component of degree a equals the
PBW filtration shifted by a; this is a ring filtration compatible with the grading. We
denote U(B̃, L) equipped with this filtration by V. Shifting the PBW isomorphism
appropriately, we get the identification of graded modules gr·V = B̃· ⊗ Sym·L =
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B⊗
R

Sym·
R(K[1])⊗

R
SymR(R⊗ L) = B⊗

R
Sym·

R(K[1]⊕R⊗ L). Therefore

(3.9.13.1) gr·V
∼−→ B⊗

R
Sym·

R(K[1]⊕R⊗ L).

Let us define a natural derivation d on V. We have the maps α, β : K → U(B,L)
where α is the composition K ↪→ R⊗L→ U(B,L), the second arrow is the product
map, and β comes from the projection R⊗L→ L[, r⊗ l[ 7→ rl[, which sends K to
B ⊂ L[, and the morphism B → U(B,L).

Lemma. There is a unique odd derivation d of degree 1 on V which kills the
images of B and L and equals α− β on R̃−1 = K[1].

Proof of Lemma. The uniqueness of d is clear since our conditions define d on
the generators of V. It remains to show that d is correctly defined.

Set Λ := Sym(k[1]) = k ⊕ k[1]; this is a Z-graded commutative algebra. Con-
sider the Z-graded associative Λ-algebra VΛ = V ⊗ Λ. We have the morphism of
graded associative algebras B̃ → VΛ and that of Lie algebras L → VΛ which are
compatible via the L-action on B̃. They satisfy the obvious universality property.

An odd derivation of degree 1 of V is the same as an automorphism of the
Z-graded Λ-algebra VΛ which induces the identity on its quotient V. We construct
d using the universality property of VΛ.

The conditions on d mean that the corresponding automorphism a(d) of VΛ

fixes the images of B and L, and on R̃−1 = K[1] it is the morphism ν : K[1] →
VΛ = V⊕V[1], k 7→ k+α(k)−β(k). Now ν takes values in the centralizer ZΛ ⊂ VΛ

of B; it is a morphism of R-modules, and it is compatible with the L-actions. Thus
we get a(d) from the universality property of VΛ the moment we extend ν to a
morphism of R-algebras R̃ = SymR(K[1]) → ZΛ. Such an extension is unique,
and its existence amounts to the fact that on the image of ν the product of VΛ is
commutative. The latter property is equivalent to the commutativity of the image
of the map K[1]→ VΛ, k 7→ k + α(k), which is evident. �

It is clear that d2 = 0 (check on the generators) and d preserves the filtration,
so V is a filtered DG algebra which sits in degrees ≤ 0. The differential acts on
gr1U = K[1]⊕LR as the canonical embeddingK → LR, so we can rewrite (3.9.13.1)
as a canonical isomorphism of graded DG algebras

(3.9.13.2) gr·V = B⊗
R

Sym·
RCone(K → R⊗ L).

The projection V0 = U(B,L)→ U(B,L)[ has kernel equal to the image of d, so we
have an isomorphism of filtered algebras

(3.9.13.3) H0V
∼−→ U(L)[.

(c) Now suppose that L is R-flat. Then 0 → K → R ⊗ L → L → 0 is a
short exact sequence of flat R-modules. So the projection Sym·

RCone(K → L) �
Sym·

RL is a quasi-isomorphism. By (3.9.13.2) one has Hagr·V = 0 for a 6= 0 (hence
H0gr·V = gr·H0V) and H0gr·V = B⊗

R
Sym·

RL. Therefore, by (3.9.13.3), one has

gr·U(L)[ = B⊗
R

Sym·
RL, and we are done. �
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3.9.14. Proof of the theorem in 3.9.11. Let us return to the chiral setting. The
above arguments should be modified as follows. Again, we proceed in three steps.

(a) Suppose that L is an OX -flat Lie∗ algebra acting on R and B, L[ is an
(L, τLR)-rigidified Lie∗ algebroid, and L[ its (L, τLB)-rigidified B-extension (see
3.9.8). One check immediately that U(B,L)[ equals the chiral algebra B�∗ L from
3.7.23 (see the proof in 3.9.8), so the PBW theorem for L[ follows from the PBW
result from 3.7.23.

Steps (b) and (c) literally repeat those of 3.9.13. �

3.9.15. Using the language of 3.9.4, one can rephrase the PBW theorem for
chiral Lie algebroids as follows.

Let Y be an OX -flat algebraic DX -space, L an OY-flat Lie∗ algebroid on Y.
Then the functors L[ 7→ U(L)[Y, (A·, α) 7→ A1 are mutually inverse equivalences
between the groupoid Pch(Y,L) of chiral OY-extensions of L and that of pairs
(A·, α) where A· is a chiral algebra on YDif equipped with a commutative filtration
A0 ⊂ A1 ⊂ · · · such that gr·A` = Sym(gr1A`) and α : gr1A

∼−→ L is an isomorphism
of Lie∗ algebroids.

In particular, for smooth Y there is a canonical equivalence of groupoids (see
3.9.5)

(3.9.15.1) CDOch(Y) ∼−→ Pch(Y,ΘY).

3.9.16. We are going to describe in “classical” terms the groupoid Pch(L)
under the assumption that Y is OX -flat and L is a vector DX -bundle. This will
be done in 3.9.20 below. The first step is to define certain canonical DG chiral Lie
algebroid L[C related to L. The construction, inspired by [MSV], is of independent
interest.

At the moment we work locally, so we have an OX -flat commutative DX -algebra
R` and a Lie∗ R-algebroid L which is a locally projective R`[DX ]-module of finite
rank. Let C = CR(L) be the de Rham-Chevalley complex of L (see 1.4.14). This is a
commutative DG DX -algebra which equals Sym(L◦[−1]) as a mere graded module;
here L◦ is the dual R`[DX ]-module.

Let us define a DG Lie∗ C-algebroid LC. Our C carries an action of the Lie∗

DG algebra L† (see 1.4.14), so we have the corresponding induced DG Lie∗ C-
algebroid (L†)C (see 1.4.13). Denote by K−1 ⊂ (L†)−1

C the kernel of the product
map (L†)−1

C = R` ⊗ L
·−→ L; let K ⊂ (L†)C be the DG C-ideal generated by K−1.

Then K is also a Lie∗ ideal which acts trivially on C (since K−1 acts trivially on C

and is normalized by L†), and we set LC := (L†)C/K.
Our LC looks as follows. By construction, it sits in degrees ≥ −1, and we

have a morphism of DG Lie∗ algebras ι : L† → LC such that ι−1 : L
∼−→ L−1

C .
The C-submodule LC+ generated by L−1

C = L is not closed under the action of
d. In fact, as one checks in a moment, LC+ is freely C-generated by L−1

C , and the
“Kodaira-Spencer” map LC+ → LC/LC+, ` 7→ d(`)modLC+, is an isomorphism.
So we have an exact sequence of graded C-modules

(3.9.16.1) 0→ C⊗
R

L[1]→ LC → C⊗
R

L→ 0.

3.9.17. The following proposition can be considered as a version of 3.9.8 for
L replaced by a single super symmetry:
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Proposition. A DG chiral C-extension L[C of LC exists and is unique up to
a unique isomorphism.

Proof. Existence. Let us construct L[C. Consider the rigidified DG chiral C-
extension (L†)[C that corresponds to the action of L† on C (see 3.9.8). In degree
−1 it coincides with (L†)C, and we define K[ ⊂ (L†)[C as the DG C-submodule
generated by K−1. It is automatically a Lie∗ ideal, and its image in (L†)C equals
K. Set L[C := (L†)[C/K

[.
This is a chiral DG extension of LC by C/JC, JC := C∩K[; it remains to show

that JC = 0. Since JC is closed under the action of L†, hence L[1] ⊂ L†, it suffices
to check that J := J0

C = R ∩K[ vanishes.

Let K[
+ ⊂ K[ be the C-submodule generated by K−1. The composition K−1 d−→

K[0 → K[0/K[0
+ is R-linear, so K[0

+ + d(K−1) is an R-submodule; hence K[0 =

K[0
+ + d(K−1). Since the composition (L†)−1

C
d−→ (L†)0C � (L†)0C/C

1((L†)−1
C ) is an

isomorphism, we see that J = R ∩K[0
+ .

Let (L†)[C+ ⊂ (L†)[C be the preimage of C ⊗ L[1] ⊂ (L†)C. This is a graded
chiral C-module which is an extension of C⊗ L[1] by C. As we saw in the proof in
3.9.8, ∆∗(L†)[C+ is the push-forward of the extension 0→ C�L[1]→ j∗j

∗C�L[1]→
∆∗C⊗L[1]→ 0 by the morphism C�L[1]→ C defined by the ∗ action of L[1] ⊂ L†
on C. The above DX×X -modules are R`�R`-modules in the obvious way and the ∗
action is R`-bilinear, so (L†)[C+ is an R`⊗R`-module. Set I` := Ker(R`⊗R` ·−→ R`).
Then K[

+ = I` · (L†)[C+ since the R`⊗R`-action commutes with the chiral C-action.
Since L and C are flat R`-modules, we see that C ∩K[

+ = 0, hence J = 0; q.e.d.
Uniqueness. Let L[

′

C be any DG chiral C-extension of LC. The projection
L[

′

C → LC is an isomorphism in degree −1, so ι lifts in a unique way to a morphism
of complexes ι[

′
: L† → L[

′

C . This is automatically a morphism of Lie∗ algebras.86

According to 3.9.8, ι[
′

extends in a unique way to a morphism of DG chiral
Lie C-algebroids ι[C : (L†)[C → L[C. It vanishes on (K[)−1, hence factors through a
morphism L[C → L[

′

C .
It remains to note that L[C has no non-trivial automorphisms since it is gener-

ated (as a DG chiral Lie C-algebroid) by the degree −1 part which coincides with
that of LC. �

The next lemma (cf. 3.8.10) will not be used in the sequel.

Lemma. There is a unique element d ∈ h(L[1), called the de Rham-Chevalley
charge, whose adjoint action is the differential d = dL[

C
of L[C. It acts on C as dC,

and one has [d, d] = 0.

Proof. Uniqueness. It suffices to show that elements of h(L[1C ) are uniquely
determined by its adjoint action on L[−1

C . In fact, the adjoint action morphism
h(L[iC )→ Hom(L[−1

C ,L[i−1
C ) is injective for any i ≥ 1.

To see this notice that L[C, considered as a mere graded C-module, carries a
canonical 3-step filtration C = L[C0 ⊂ L[C1 ⊂ L[C2 = L[C with grL[C = C⊕C⊗L[1]⊕
C ⊗ L (see (3.9.16.1)). The bracket with L[−1

C = L[1] preserves the filtration; on
grL[C this is the obvious “convolution” coming from the duality. Thus for every

86Check first that ι[
′

is compatible with [ , ]0,−1 and then with [ , ]0,0.
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i ≥ 1 the corresponding morphism grh(L[iC ) = h(grLiC) → Hom(L[−1
C , grL[i−1

C ) is
injective, and we are done.

Existence. Let us find d ∈ h(L[1C ) whose adjoint action on L[−1
C equals d.

Notice that the quotient layer of the map h(L[1C ) ↪→ Hom(L[−1
C ,L[0C ) is the usual

identification of h(L◦⊗
R

L) with R`[DX ]-linear endomorphisms of L. Choose any

d′ ∈ h(L[1C ) which lifts the identity endomorphism idL. The derivation dC − τ(d′)
of C is R-linear; hence such is the derivation d′ := d − add′ of L[C. One has
d′(L[−1

C ) ⊂ L[0C1 and the R-bilinear pairing ∈ P ∗2 (L), `, `′ 7→ [`.d′(`′)], is skew-
symmetric (here `, `′ ∈ L = L[−1

C [−1]). Now the image of the adjoint action
map h(L[1C1) ↪→ Hom(L[−1

C ,L[0C ) consists exactly of all R`[DX ]-linear morphisms
φ : L → L[0C1 such that the pairing `, `′ 7→ [`, φ(`′)] is skew-symmetric. Therefore,
adding to d′ an element of h(L[1C1) that acts on L[−1

C as d′, we get the promised d.
Let us prove that the adjoint action of d coincides with d on the whole of L[C.

We check it on every L[iC by induction by i. The case i = −1 is known. Induction
step: Suppose we know that d − add kills L[iC . As we have seen above, to check
that it kills L[i+1

C , it suffices to verify that [`, (d− add)(f)] = 0 for every ` ∈ L[−1
C ,

f ∈ L[i+1
C . One has [`, (d− add)(f)] = [(d− add)(`), f ]− (d− add)([`, f ]) = 0, and

we are done.
Looking at C ⊂ L[C, we see that τ(d) acts on C as dC. Finally, [d, d] ∈ h(L[2C )

equals 0 since its adjoint action on L−1
C vanishes (being equal to 2d2). �

Question. Can one find an explicit formula for the de Rham-Chevalley charge
similar to the formula for the BRST charge from 3.8.9?

3.9.18. Important example. Suppose that R` is smooth and L is the tan-
gent algebroid ΘR. Then C is equal to the relative de Rham complex DR =
DRR`/X , which is a smooth DG commutative DX -algebra, and LC is its tangent
algebroid. So, combining 3.9.17 with (3.9.15.1), we see that DR admits a unique
DG cdo DDR.

3.9.19. Passing to the components of degree 0 in 3.9.17 and 3.9.18, we get
a canonical Lie∗ R-algebroid T = T(L) := L0

C and its chiral R-extension T[ =
T(L)[ := L[0C . Let us describe them explicitly.

By (3.9.16.1) T is an extension of L by the ideal L◦⊗
R

L. Our T acts on L (as

on a mere vector DX -bundle) by the adjoint action on L−1
C = L. This action is R-

linear with respect to the T-variable,87 so L is a T-module (see 1.4.12). It identifies
L◦⊗

R
L ⊂ T with gl(L) in the usual way. The canonical section ι = ι0 : L→ T (see

3.9.16) is a morphism of Lie∗ algebras but not of R`-modules: for f ∈ R`, ` ∈ L

the endomorphism ι0(f`)− fι0(`) ∈ gl(L) is `′ 7→ τL(`′)(f)`.

Remark. If ΘR, hence the Lie∗ algebroid E(L), is well defined, then the above
action identifies T with the pull-back of the extension 0→ gl(L)→ E(L)→ ΘR → 0
by the action morphism τL : L→ ΘR.

Now let us consider T[. Its restriction to gl(L) ⊂ T identifies canonically
with the Tate extension gl(L)[ as defined in 2.7.6. Indeed, our extension does not
depend on the Lie∗ algebra structure on L, and in case R` = OX our identification

87Since L−1
C acts trivially on R.
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is (3.8.6.1). The case of general R` is similar; we actually defined the identification
at the end of the proof of the existence statement in 3.9.17.

The canonical Lie∗ algebra splitting88 ι[ = ι[0 : L → T[ is not R-linear: pre-
cisely, the chiral operation µT[(idR, ι[) − ι[µL ∈ P ch2 ({R,L}, gl(L)[) is equal to89

µCl(d, idL) where µCl ∈ P ch2 ({L◦,L}, gl(L)[) is the canonical chiral pairing and
d : R→ L◦ = C1 is the differential in C.90

Summing up: as a Lie∗ algebra, T[ is the semi-direct product of L and gl(L)[

with respect to the canonical action of L on gl(L)[ coming from the adjoint action
of L. The chiral action of R on T[ is the usual R`-action on gl(L)[, and on L ⊂ T[

it is given by the above formula.

3.9.20. Consider a pair (Tc, ρ) where Tc ∈ Pcl(T(L)) and ρ : Tc|gl(L)
∼−→ gl(L)[

is an isomorphism of extensions which identifies the adjoint action of L ⊂ T with
the canonical action of L on gl(L)[ coming from the adjoint action. Such pairs
form a groupoid PT(L).

The Picard groupoid Pcl(L) acts naturally on PT(L): the translation by Lc ∈
Pcl(L) sends (Tc, ρ) to the Baer sum of Tc and the pull-back of Lc by the projection
T � L. This action makes PT(L) a Pcl(L)-torsor.

Proposition. There is a canonical anti-equivalence of Pcl(L)-torsors

(3.9.20.1) Pch(L) ∼−→ PT(L).

Proof. For L[ ∈ Pch(L) the corresponding (Tc, ρ) is defined as follows. The
pull-back of L by T � L is a chiral R-extension of T trivialized over gl(L) ⊂ T;
this trivialization is invariant under the adjoint action of T. Our Tc is the Baer
difference of the canonical chiral extension T[ and this chiral extension. The above
trivialization provides91 ρ. �

Of course, the above equivalence has the local nature, so it works in the setting
of an OX -flat algebraic DX -space Y and a Lie∗ algebroid L on Y which is a vector
DX -bundle.

For example, if Y is smooth, then T(ΘY) = E(ΘY) and the groupoid PT(ΘY) co-
incides with the groupoid Tate(Y) of Tate structures on Y as defined in 2.8.1. Com-
bining (3.9.20.1) with (3.9.15.1), we get a canonical anti-equivalence of Pcl(ΘY)-
torsors

(3.9.20.2) CDO(Y) ∼−→ Tate(Y).

We discussed some concrete constructions of Tate structures in 2.8.14–2.8.17.
Now they can be seen as examples of cdo. If Y is equipped with an action of a group
DX -scheme G affine over X, then weakly G-equivariant Tate structures correspond
to cdo equipped with a G-action (see 3.4.17) which extends the G-action on OY.

Example. According to 2.8.17, we have a canonical family of cdo on the jet
scheme of a flag space parametrized by Miura opers.

88ι[ : L† → L[
C was defined in the beginning of the proof of the uniqueness statement of

3.9.17.
89Use the fact that ι[−1 : L

∼−→ L[−1
C is R-linear and the Leibnitz formula.

90I.e., the map dual to the action τL.
91Recall that the restriction of T[ to gl(L) equals gl(L)[; see 3.9.19.
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Exercise. Suppose we are in the situation of 2.8.16 and G is connected. Let
A be the cdo on Y that corresponds to the Tate structure E(ΘY)[. Show that
the morphism α : L[ → E(Θ)[ from loc. cit. yields a morphism of Lie∗ algebras
α : L[ → A which sends 1[ to −1A. The corresponding BRST reduction satisfies
H<0

BRST(L,A) = 0 and H0
BRST(L.A) is the cdo on Z that corresponds to the Tate

structure E(ΘZ)[α.

3.9.21. Back in 2.8.3–2.8.9 we described Tate structures on a vector DX -
bundles in terms of connections. This material can be easily rendered to the sit-
uation when ΘR is replaced by an arbitrary L as above. One has only to replace
mere connections by L-connections (see 1.4.17). Let us formulate the principal
statements; for the proofs and details we refer to 2.8.

Consider (Y,L) as above. Let C = COY
(L) be the de Rham-Chevalley DG com-

mutative OY[DX ]-algebra. We have the 2-term complex h(C)[1,2) := τ≤2σ≥1h(C)
of sheaves and the Picard groupoid h(C)[1,2)-tors of h(C)[1,2)-torsors. There is a
canonical equivalence of Picard torsors

(3.9.21.1) Pcl(L) ∼−→ h(C)[1,2)-tors

which assigns to Lc the h(C1)-torsor of L-connections on Lc and the curvature map
c : C → h(C2)closed (see 2.8.3).

Now we consider the set T of pairs (Tc,∇c) where Tc = (Tc, ρ) ∈ PT(L) and
∇c is an L-connection on Tc. Let C be the set of pairs (∇, c(∇)[) where ∇ is an
L-connection on T and c(∇)[ ∈ h(C2 ⊗ gl(L)[) is a lifting of c(∇) ∈ h(C2 ⊗ gl(L))
such that d[∇(c(∇)[) = 0. Here d[∇ is a dC-derivation of C⊗ gl(L)[ that comes from
the canonical T-action on L and ∇. There is a canonical bijection (see 2.8.5)

(3.9.21.2) T
∼−→ C, (Tc,∇c) 7→ (∇, c(∇c)).

The above T and C are actually groupoids (the morphisms in T are those
between Tc; for C see the formulas in 2.8.6), and (3.9.21.2) lifts to an isomorphism
of groupoids. They have the local nature, so one can consider the corresponding
sheafified groupoids. The one for T is equivalent to PT(L), so we get an equivalence
between PT(L) and the sheafification of C.

As in 2.8.8 this description can be made concrete by choosing a hypercovering Y·
of Y, an L-connection for T on Y0, a lifting χ ∈ h(C2⊗gl(L)[) of C(∇) on Y0, and a
section µ of h(C1⊗gl(L)[) on Y1 that lifts ∂∗0∇−∂∗1∇. The same formulas as in 2.8.8
produce from this datum a Čech cocycle ζ ∈ C3(Y·, h(C≥1)). Its cohomology class
chDL

1 (L) ∈ H3(Y, h(C≥1)) does not depend on the auxiliary choices. It vanishes if
and only if PT(L) is non-empty. If this happens, then PT(L) identifies canonically
with the groupoid of elements in C2(Y·, h(C≥1)) whose differential equals ζ; the set
of morphisms a→ a′ is d−1

C (a− a′) ⊂ C1(Y·, h(C≥1)).

Suppose now that Y is smooth, so the Lie∗ algebroids ΘY and E(L) are well
defined. There is a canonical morphism T → E(L) (the action of T on L) which
provides the pull-back morphism of groupoids

(3.9.21.3) Tate(L)→ PT(L).
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Here L in the left-hand side is considered as a mere vector DX -bundle on Y. A
connection for a Tate structure on L provides a connection on the correspond-
ing extension Tc, which yields a morphism of the corresponding C-groupoids. In
particular, we get:

3.9.22. Corollary. The obstruction chDL
1 (L) ∈ H3(Y, h(C≥1)) to the exis-

tence of the global chiral extension of L is the image of chD
1 (L) by the canonical

morphism of DG algebras92 DRY/X → C. �

Of course, the case of L = ΘY is all in 2.8. Looking at (3.9.20.2), we see,
in particular, that the obstruction to the existence of a global cdo is chD

1 (ΘY) ∈
H4(Y, DRX(DR≥1

Y/X)).
Consider, for example, the situation when our Y is a jet space, Y = JZ for an

algebraic space Z/X smooth over X (see 2.3.2). Let p : Y → Z be the canonical
projection and ΘZ/X the relative tangent bundle. We will see in a moment that
ΘY is locally trivial, so cdo exist locally on Y (see Remark in 2.8.1). Consider the

map H4(Z,DR≥2
Z )

p∗−→ H4(Y, DR≥2
Y )→ H4(Y, DRX(DR≥1

Y/X)) (see 2.8.12).

3.9.23. Corollary. The obstruction chD
1 (ΘY) to the existence of global cdo

is equal to the image of ch2(ΘZ/Xω
1/2
X ) in H4(Y, DRX(DR≥1

Y/X)).

Proof. The morphism of O-modules dp : p∗Ω1
Z/X → Ω1

Y/X yields an isomor-

phism of OY[DX ]-modules (p∗Ω1
Z/X)D

∼−→ Ω1
Y/X . Passing to dual modules (and

using an OY[DX ]-version of (2.2.16.1)), we see that ΘY = (p∗ΘZ/XωX)D. Now use
2.8.13. �

Since p has contractible fibers, the map p∗ : H ·
DR(Z)→ H ·

DR(Y) is an isomor-

phism. The image of chD
1 (ΘY) by H4(Y, DRX(DR≥1

Y/X))→ H4
DR(Y)

p∗−1

−−−→ H4
DR(Z)

is the conventional de Rham Chern class ch2(ΘZ/Xω
1/2
X ) (see Remark in 2.8.12).

Thus if ch2(ΘZ/Xω
1/2
X ) ∈ H4

DR(Z) does not vanish, then Y admits no global cdo.

3.9.24. The rest of the section comprises a few comments on modules over the
chiral enveloping algebras parallel to 3.7.16–3.7.19. In particular, we show that for
a chiral R-tdo A the topological algebras Aasx are topological chiral Rasx -tdo.

Let (R,B,L,L[) be as in 3.9.6. For a DX -module M a chiral (B,L[)-module
structure, or chiral (B,L[)-action, onM is a chiral action µL[M ∈ P ch2 ({L[,M},M)
of the Lie∗ algebra L[ on M (see 3.7.16) such that:

(i) The restriction µBM of µL[M to B ⊂ L[ is a unital chiral B-module structure
on M .

(ii) The operations µL[M (µRL[ , idM ) and µRM (idR, µL[M )−µL[M (idL[ , µRM )
∈ P ch3 ({R,L[,M},M) coincide. Here µRM is the restriction of µBM to R.

Denote the category of chiral (B,L[)-modules by M(X, (B,L[)ch).

Lemma. There is a canonical equivalence of categories

(3.9.24.1) M(X,U(B,L)[) ∼−→M(X, (B,L[)ch).

Proof. For any U(B,L)[-module M the restriction of the U(B,L)[-action to
L[ is an (B,L[)-module structure on M , so we have a functor M(X,U(B,L)[) →

92Which comes from the action morphism L → ΘY.
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M(X, (B,L[)). Its invertibility follows easily from the remark in 3.7.24 since
U(B,L)[ is a quotient of B�∗ U(L)[ modulo the evident relations. �

One can consider a weaker structure of the (B,L[)-module on a DX -module M
which is a pair consisting of a unital B-module structure µBM and a Lie∗ action
τL[M of L[ on M such that:

(i) The Lie∗ action of BLie onM that corresponds to µBM equals the restriction
of the L[-action on B.

(ii) The restriction µRM ∈ P ch({R,M},M) of µBM to R is compatible with
the Lie∗ actions of L[ on R and M .

Denote the category of (B,L[)-modules by M(X, (B,L[)). The evident forget-
ful functor M(X, (B,L[)ch)→M(X, (B,L[)) admits a left adjoint functor

(3.9.24.2) Ind : M(X, (B,L[))→M(X, (B,L[)ch).

The proof of this fact is similar to the proof of the proposition in 3.7.15; it also
provides a construction of Ind in terms of the enveloping algebra functor. As in the
corollary in 3.7.18, Ind extends naturally to a pseudo-tensor functor.

For a (B,L[)-module M we define the PBW filtration on IndM as the image by
the chiral action of j∗j∗U(B,L[)· �M . If M is a central R-module, then gr·IndM
is also a central R-module, and we have a surjective morphism M ⊗

R`
SymR`L �

gr·IndM .

Exercise. If the assumptions of the PBW theorem (see 3.9.11) are satisfied,
then this is an isomorphism (cf. Remark (i) in 3.7.15).

3.9.25. Let x ∈ X be a point, jx : Ux ↪→ X its complement, and suppose that
on Ux we have R, a Lie∗ algebroid L, and its chiral R-extension. Let us describe
the topological associative algebra U(R,L)[asx (see 3.6.2–3.6.7).

Consider the set ΞRL[

x of pairs (Rξ,L[ξ) ∈ Ξasx (jx∗R)×Ξx(jx∗L[) such that L[ξ is
a chiral LieRξ-subalgebroid of jx∗L[; i.e., L[ξ is a Lie∗ subalgebra andRξ-submodule
of jx∗L[, and its action on jx∗R preserves Rξ (cf. 2.5.19). The corresponding Rξ
and L[ξ form topologies at x on, respectively, jx∗R and jx∗L

[ which we denote

by ΞasL
[

x and ΞLieRx . Let RasL
[

x and ĥLieRx (L[) be the corresponding completions.
Then RasL

[

x is a commutative topological algebra and ĥLieRx (L[) is a topological
Lie RasL

[

x -algebroid.93 The section 1[ provides a canonical central element 1[ ∈
ĥLieRx (L[) (the 1[-image of 1 ∈ k = ĥx(jx∗ω)) which acts trivially on RasL

[

x .
Let Q be any commutative topological algebra, P [ a topological Q-algebroid

(see 2.5.18), and 1[ ∈ P [ a central element which acts trivially on Q. Then
P := P [/Q1[ is a topological Lie Q-algebroid. The topological enveloping alge-
bra U(Q,P )[ of (Q,P [) is the quotient of the topological enveloping algebra of the
topological Lie algebra P [ (see 3.8.17) modulo the following relations:

(i) The composition Q ·1[

−−→ P [ → U(Q,P )[ is a morphism of unital associative
algebras.

(ii) The map P [ → U(Q,P )[ is a morphism of Q-modules; here Q acts on
U(Q,P )[ by the left product via (i).

93See 2.5.18 for the definition.
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The topological algebra U(Q,P )[ has a filtration U(Q,P )[· with U(Q,P )[0 :=
the closure of the image of Q, and U(Q,P )[i := the closure of the image of the map
(Q[)⊗i → U(Q,P )[, `[1 ⊗ · · · ⊗ `[i 7→ `[1 · · · `[i ; we refer to it as the PBW filtration.
It is clear that

⋃
U(Q,P )[i is dense in U(Q,P )[ and grU(Q,P )[ is a topological

commutative Q-algebra topologically generated by U(Q,P )[1.
Taking Q = RasL

[

x and P [ = ĥLieRx (L[), we get a filtered topological associative
algebra U [L := U(RasL

[

x , ĥLieRx (L))[.

Lemma. There is a canonical isomorphism of filtered topological algebras

(3.9.25.1) U [L
∼−→ U(R,L)[asx .

Proof. The morphism U [L → U(R,L)[asx comes from the universality property
of U [L since the morphism L[ → U(R,L)[ yields a morphism of topological Lie
algebras ĥLieRx (L[) → U(R,L)[asx that satisfies properties (i)–(ii) above. The fact
that it is an isomorphism of topological algebras follows from (3.9.24.1) just as in
the proof of the proposition in 3.7.22. The strict compatibility with filtrations is
evident. �

3.9.26. Consider the topological Rasx -module ĥRx (L) (see 2.4.11). The evident
continuous morphisms Rasx → U [L0, ĥ

R
x (L)→ gr1U [L1 yield a continuous morphism

(3.9.26.1) SymRas
x
ĥRx (L)→ gr·U [L

of graded topological algebras with dense image.94 One has the following version
of the PBW theorem:

Proposition. Suppose that R` is a finitely generated DUx
-algebra, L is a

finitely generated projective R`[DUx
]-module, and L[ is a chiral R-extension of L.

Then (3.9.26.1) is an isomorphism.

Proof. (i) We can assume that L is a free R`[DUx ]-module.
If not, choose a finitely generated projective R`[DUx

]-module T such that
L̃ := L ⊕ T is free. Then L̃ is a Lie∗ algebra with respect to a bracket whose
only non-zero component is the Lie∗ bracket on L; it is a Lie∗ algebroid in the
evident way. Similarly, L̃[ := L[ ⊕ T is a chiral R-extension of L̃; the embedding
and the projection L[ � L̃[ are morphisms of chiral Lie R-algebroids. Suppose
that our PBW holds for L̃[; let us show that it is also holds for L[. Indeed, the
morphism L[ → L̃[ yields a morphism U [L → U [

L̃
of filtered topological algebras

and hence a map grU [L → grU [
L̃
. Due to our assumption, we can rewrite it as

grU [L → SymRas
x
ĥRx (L̃). Its image lies in the topological Rasx -subalgebra gener-

ated by ĥRx (L) ⊂ ĥRx (L̃) which equals SymRas
x
ĥRx (L). We have defined a morphism

grU [L → SymRas
x
ĥRx (L̃); it is evidently inverse to (3.9.26.1).

(ii) Let {`[i} be a finite set of sections of L[ such that the corresponding `i ∈ L

freely generate L as an R`[DUx
]-module and let t be a parameter at x which we

assume (by shrinking X) to be invertible on Ux. Take any Rξ ∈ Ξasx (jx∗R) which
is a finitely generated DX -algebra. For an integer n denote by L[n = L[ξn the chiral

94Here SymRas
x

ĥR
x (L) is the topological symmetric algebra, i.e., the topological commutative

Ras
x -algebra freely generated by the topological Ras

x -module ĥR
x (L).
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Rξ-submodule of jx∗L[ generated by sections {tn`[i} and 1[. Let Ln = Lξn be its
image in jx∗L which is a free R`ξ[DX ]-module with base {`i}.

Let us show that for n sufficiently big L[n is a chiral Lie Rξ-subalgebroid of
jx∗L

[ which is a chiral Rξ-extension of Ln.
(a) For sufficiently big n the Lie∗ action of Ln ⊂ jx∗L preserves Rξ ⊂ jx∗R

(since Rξ is finitely generated).
(b) For such n, L[n is an extension of Ln by Rξ; i.e., Ln̆ := L[n/Rξ

∼−→ Ln. To
see this, notice that Ln̆ is the chiral Rξ-submodule of jx∗L[/Rξ generated by the
images tn`̆i of tn`[i . Now (a) means that the tn`̆i are Rζ-central sections (see 3.3.7).
Thus Ln̆ is actually an R`ζ [DX ]-module; hence it projects isomorphically to Ln.

(c) It remains to show that for n as in (a) and sufficiently big m our L[m+n is
a Lie∗ subalgebra of jx∗L[. Equivalently, this assertion means that all the sections
[tm+n`[i , t

m+n`[j ] ∈ ∆∗jx∗L
[ lie in ∆∗L

[
m+n, or that their images [tm+n`[i , t

m+n`[j ]̆ ∈
∆∗(jx∗L[/Rξ) lie in ∆∗Lm̆+n. Now, since Ln̆ ∈ Ξx(jx∗L[/Rξ), one can find a, b ≥ 0
such that [tn`[i , t

n`[j ]̆ ∈ ∆·(t−aΣR`ξt
n`̆i) ·D≤b

X×X ⊂ ∆∗(jx∗L[/Rξ) where D
≤b
X×X is

the sheaf of differential operators of degree ≤ b on X × X. It is clear that any
m ≥ a+ b will do.

(iii) Algebras Rξ as in (ii) form a base of the topology Ξasx (jx∗R), Lξn a base
of the topology ΞRξ

x (jx∗L) and (Rξ, L[ξn) a base of ΞRL[

x . The latter fact im-
plies that the U(Rξ, Lξn)[ form a base of the Ξasx -topology of jx∗U(R,L)[, so
U(R,L)[asx = lim←−U(Rξ, Lξn)[`x . According to 3.4.11 applied to Rξ and L[ξn, we
have grU(R,L)[asx = SymRas

x
ĥRx (L). Now use (3.9.25.1) to finish the proof. �

Remark. We do not know if the R`[DUx
]-projectivity assumption on L can

be weakened to the R`[DUx
]-flatness assumption.

3.9.27. Let Q be a reasonable commutative topological algebra, so ΘQ is well
defined (see 2.5.21), and let Q→ F be a morphism of topological algebras. We say
that F is a topological Q-tdo if there is a commutative ring filtration F0 ⊂ F1 ⊂ · · ·
by closed subspaces of F such that F0 is the image of Q, there is an isomorphism
of topological graded Poisson algebras SymQΘQ

∼−→ grF , and F is the completion
of

⋃
Fi with respect to the topology formed by left ideals I such that I ∩Fi is open

in Fi for each i.

Corollary. Suppose that R is smooth and we have Θ[
R ∈ Pch(ΘR). Then

U(R,ΘR)[asx is a topological Rasx -tdo.

Proof. Our (R,Θ[
R) satisfy the conditions of 3.9.26. By the proposition in

2.5.21, one has ĥRx (ΘR) = ΘRas
x

. We are done by (3.9.25.1) and 3.9.26. �

Set Θ[
Ras

x
:= ĥLieRx (Θ[

R). This is an Rasx -extension of the topological Lie Rasx -
algebroid ΘRas

x
, and U(R,ΘR)[asx = U(Rasx ,ΘRas

x
)[. Notice that for any classical R-

extension Θc
R ∈ Pcl(ΘR) the completion Θc

Ras
x

:= ĥRx (Θc
R) is also an Rasx -extension

of the topological Lie Rasx -algebroid ΘRas
x

.
Consider our extensions as mere extensions of topological Rasx -modules. Those

that correspond to classical R-extensions of ΘR split, so, by the lemma in 3.9.7,
the class of Θ[

Ras
x

does not depend on the choice of a particular chiral extension
Θ[
R ∈ Pch(ΘR).
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Exercises. Suppose that R` = Sym(Dn
Ux

), n ≥ 1, and Θν
Ras

x
is any topolog-

ical Rasx -extension of the Lie Rasx -algebroid ΘRas
x

. Show that if Θν
Ras

x
splits as an

extension of topological Rasx -modules, then the enveloping algebra U(Rasx ,ΘRas
x

)ν

(see 3.9.25) vanishes. In particular, the extension Θ[
Ras

x
is non-trivial, and for any

Θc
R ∈ Pcl(ΘR) one has U(Rasx ,ΘRas

x
)c = 0.

3.10. Lattice chiral algebras and chiral monoids

The lattice chiral algebras are important examples of non-commutative chiral
algebras that do not arise naturally as enveloping algebras of Lie∗ algebras. They
appeared as vertex algebras in [B1] (and, to some extent, in an earlier article [FK])
and played a prominent role in [FLM]; see [K] 5.4, 5.5, for a nice presentation.

From the geometric perspective, the lattice chiral algebras arise naturally from
the geometry of local Picard ind-schemes, namely, from their canonical chiral
monoid structure. The structure of a lattice chiral algebra at a point x ∈ X is
controlled by an appropriate Heisenberg group whose commutator pairing is de-
fined by the Contou-Carrère symbol [CC] of the geometric class field theory.

The exposition below divides naturally into three parts:
(i) The description of lattice chiral algebras in terms of θ-data. The lattice chi-

ral algebras are defined in 3.10.1. The commutative lattice algebras are identified
with the jet algebras of principal bundles for the dual torus in 3.10.2. The paral-
lel non-commutative objects are θ-data defined in 3.10.3; the theorem identifying
lattice algebras and θ-data is stated in 3.10.4. The construction of the θ-datum
corresponding to a lattice algebra is given in 3.10.6. The converse construction,
which will be of use in 4.9, is presented in 3.10.8. It is based on an interpretation
of a θ-datum as a line bundle on the group of divisors equipped with a certain
factorization structure (see 3.10.7), which is a local version of the self-duality of
the Picard variety as described in [SGA 4] Exp. XVIII 1.3, 1.5. In 3.10.9 the Lie∗

Heisenberg subalgebra of a lattice algebra is considered. Subsection 3.10.10 treats
a particular example (called the “boson-fermion correspondence”; see, e.g., [K] 5.2
or [FBZ] 4.3). In 3.10.11 we briefly mention another procedure of reconstruction of
an arbitrary lattice chiral algebra from its θ-datum which is due to Roitman [Ro].

It is not difficult to check that in the translation equivariant setting, lattice
chiral algebras are essentially the same as lattice vertex algebras from the references
above.95

(ii) The Heisenberg groups. We begin with introductory material on group
ind-schemes, their super extensions, and group algebras (see 3.10.12). After a
brief reminder on the Contou-Carrère symbol (we refer to [CC], [D2] 2.9, and
[BBE] 3.1–3.3 for all details), we define the Heisenberg groups and describe their
representations (see 3.10.13). In 3.10.14 we assign to a lattice algebra A and a point
x ∈ X a Heisenberg group whose twisted group algebra coincides with Aasx . Thus
A-modules supported at x are identified with representations of the Heisenberg
group, which implies the results of Dong [Don]. The Heisenberg group description
of Aasx has an immediate twisted version (see 3.10.15).

95In the vertex algebra literature the lattice vertex algebras are constructed rather than
defined, and the cotorsor structure from 3.10.1 is implicit.
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(iii) The chiral monoids. These are geometric objects that underlie the con-
struction of lattice chiral algebras from 3.10.8. We give the first definitions and
explain how ind-finite chiral monoids generate chiral algebras (see 3.10.16).

Let us mention that non-ind-finite chiral monoids can also be used to construct
some important chiral algebras (such as the chiral Hecke algebra). Such construc-
tions require some extra data. This subject will not be discussed in the book.

3.10.1. Let Γ be a lattice (= a free abelian group of finite rank), Γ∨ :=
Hom(Γ,Z) the dual lattice and 〈 , 〉 : Γ × Γ∨ → Z the pairing, T := Gm ⊗ Γ =
Spec k[Γ∨] and T∨ := Gm ⊗ Γ∨ = Spec k[Γ] the corresponding tori, t := k ⊗ Γ
and t∨ = k ⊗ Γ∨ = t∗ their Lie algebras. For γ ∈ Γ we write the corresponding
homomorphism Gm → T as f 7→ f⊗γ . Let Tors(X,T ), Tors(X,T∨) be the Picard
groupoids of T - and T∨-torsors on X.

Let T∨X = SpecF `X := JT∨X be the jet DX -scheme of the group X-scheme T∨X :=
T∨×X. This is a commutative group DX -scheme, so F = FX is a commutative and
cocommutative counital Hopf chiral algebra (see 3.4.16). We will consider chiral
algebras equipped with a T∨X -action (which is the same as a counital F -coaction;
see 3.4.17). As in 3.4.16, we have the Picard groupoid PHeis(X,Γ) := P(X,F ) of
F -cotorsors.

Definition. An object of PHeis(X,Γ) is called a lattice Heisenberg, or simply
lattice, chiral algebra on X (with respect to Γ).

Remark. The Picard groupoid PHeis(X,Γ) carries an evident action of the
group Aut (Γ). Therefore for any group acting on Γ, one can consider the corre-
sponding equivariant lattice algebras. The lattice algebras equivariant with respect
to the involution γ 7→ −γ are called symmetric lattice algebras.

3.10.2. The commutative case. Let PHeis(X,Γ)0 ⊂ PHeis(X,Γ) be the
Picard subgroupoid of commutative lattice chiral algebras.96 The functor A 7→
SpecA` identifies PHeis(X,Γ)0 with the Picard groupoid of DX -scheme T∨X -torsors.
According to Remark (iv) in 3.4.17, the latter objects are the same as T∨X -torsors,
so we have defined a canonical equivalence of Picard groupoids (see (3.4.17.2))

(3.10.2.1) PHeis(X,Γ)0 ∼−→ Tors(X,T∨).

3.10.3. θ-data. We want to extend (3.10.2.1) to the non-commutative situa-
tion. The T∨X -torsors are replaced by the following objects:

Definition. A θ-datum for Γ on X is a triple θ = (κ, λ, c) where κ : Γ×Γ→ Z
is a symmetric bilinear form, λ is a rule that assigns to each γ ∈ Γ a super line
bundle λγ on X, and c is a rule that assigns to each pair γ1, γ2 of elements of Γ
an isomorphism cγ1,γ2 : λγ1 ⊗ λγ2

∼−→ λγ1+γ2 ⊗ ω⊗κ(γ1,γ2). We demand c to be
associative and to satisfy a twisted commutativity property:

(i) The isomorphisms cγ1,γ2+γ3(idλγ1 ⊗ cγ2,γ3) and cγ1+γ2,γ3(cγ1,γ2 ⊗ idλγ3 ) :
λγ1 ⊗ λγ2 ⊗ λγ3 ∼−→ λγ1+γ2+γ3 ⊗ ω⊗κ(γ1,γ2)+κ(γ2,γ3)+κ(γ1,γ3) coincide.

(ii) cγ1,γ2 = (−1)κ(γ1,γ2)cγ2,γ1σ where σ : λγ1 ⊗λγ2 ∼−→ λγ2 ⊗λγ1 is the commu-
tativity constraint.

96If A1, A2 are commutative lattice algebras, then A1

F
⊗A2 is also commutative (as a chiral

subalgebra of A1 ⊗A2).
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Notice that by (ii) the parity of the super line λγ equals κ(γ, γ) mod2. There
is a canonical identification OX

∼−→ λ0 which identifies 1 ∈ OX with the unique
section 1 ∈ λ0 such that c0,0(1⊗ 1) = 1.

Sometimes we call θ = (κ, λ, c) a κ-twisted θ-datum and write it as θκ = (λ, c).
All θ-data for Γ on X form a groupoid Pθ(X,Γ) which is the disjoint union of the
groupoids Pθ(X,Γ)κ of κ-twisted θ-data. Our Pθ(X,Γ) is a Picard groupoid with
the product (κ, λ, c)⊗(κ′, λ′, c′) = (κ+κ′, λ⊗λ′, c⊗c′) where (λ⊗λ′)γ := λγ⊗λ′γ ,
(c⊗ c′)γ1,γ2 := cγ1,γ2 ⊗ c′γ1,γ2 .

Notice that P(X,Γ) := Pθ(X,Γ)0 is a Picard subgroupoid of Pθ(X,Γ) and each
Pθ(X,Γ)κ is a P(X,Γ)-torsor (it is non-empty by the lemma below).

Since θ-data have the étale local nature, we have a sheaf of Picard groupoids
Pθ(Γ) on Xét, etc.

Lemma. (i) There is a canonical equivalence of Picard groupoids

(3.10.3.1) P(X,Γ) ∼−→ Tors(X,T∨).

(ii) For any symmetric bilinear form κ on Γ one has Pθ(X,Γ)κ 6= ∅. Therefore
Pθ(X,Γ)κ is a P(X,Γ)-torsor and Pθ(Γ)κ is a neutral T∨-gerbe on Xét.

Proof. (i) Take any θ = (λ, c) ∈ P(X,Γ). Then N(θ) :=
∑
λγ is a Γ-graded

commutative OX -algebra (with product c) and SpecN(θ) is a T∨-torsor over X.
Our equivalence is θ 7→ SpecN(θ).

(ii) Let us construct a κ-twisted θ-datum. First we choose a central super
Gm-extension Γε of Γ such that the commutator pairing Γ × Γ → Gm equals
γ1, γ2 7→ (−1)κ(γ1,γ2). This means that for every γ ∈ Γ we have a super line εγ

and for every γ1, γ2 an isomorphism cγ1,γ2ε : εγ1 ⊗ εγ2
∼−→ εγ1+γ2 such that cε is

associative, i.e., cγ1,γ2+γ3ε (idεγ1 ⊗ cγ2,γ3ε ) = cγ1+γ2,γ3ε (cγ1,γ2ε ⊗ idεγ3 ), and one has
cγ1,γ2ε = (−1)κ(γ1,γ2)cγ2,γ1ε σ where σ : εγ1 ⊗ εγ2 ∼−→ εγ2 ⊗ εγ1 is the commutativ-
ity constraint. Such Γε always exists.97 Next, choose a line bundle of half-forms
ω⊗1/2 (this step is superfluous if κ is even). We get θκ = (λ, c) ∈ Pθ(X,Γ)κ where
λγ := (ω⊗1/2)⊗−κ(γ,γ) ⊗ εγ and c is the evident product multiplied by cε. �

Remarks. (i) Pairs (Γ, θ) where Γ is a lattice, θ ∈ Pθ(X,Γ) form naturally
a category Pθ(X). Namely, a morphism φ : (Γ, θ) → (Γ′, θ′) is a pair (φΓ, φλ)
where φΓ : Γ→ Γ′ is a morphism of lattices and φλ is a collection of isomorphisms
φγλ : λγ ∼−→ λ′

φΓ(γ), γ ∈ Γ, such that φΓ is compatible with κ and κ′ and φλ is
compatible with c and c′ in the obvious way. This is a symmetric monoidal category
with the operation (Γ, θ)⊕(Γ′, θ′) = (Γ⊕Γ′, θ⊕θ′) where θ⊕θ′ = (κ⊕κ′, λ⊗λ′, c⊗c′).

(ii) The group Aut (Γ) acts on Pθ(X,Γ) by transport of structure. So, as in the
remark in 3.10.1, we can consider equivariant θ-data. For example, symmetric θ-
data form a sheaf of Picard groupoids on Xét; its κ-components are neutral µ2⊗Γ∨-
gerbes. In particular, symmetric θ-data are rigid.

3.10.4. Here is the promised generalization of 3.10.2:

Theorem. There is a canonical equivalence of Picard groupoids

(3.10.4.1) PHeis(X,Γ) ∼−→ Pθ(X,Γ).

97To construct one, choose a morphism v : Γ → Z/2 and a bilinear pairing r : Γ×Γ → Z/2 so

that κ(γ1, γ2) mod2 = v(γ1)v(γ2)+r(γ1, γ2)+r(γ2, γ1). Take for Γε the Gm-extension of Γ defined
by the 2-cocycle (−1)r, considered as a super extension with parity of the line corresponding to
γ equal to v(γ).
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The equivalence is compatible with the Aut(Γ)-actions on the Picard groupoids,
so it yields the equivalences between the Picard groupoids of equivariant objects.

Proof. It can be found in 3.10.5–3.10.8. We define the functor (3.10.4.1) in
3.10.6 (after the necessary preliminaries of 3.10.5), essentially repeating the con-
struction of 3.10.2. The inverse functor is constructed in 3.10.8 after we reinterpret
the notion of θ-datum in 3.10.7; for a different construction see 3.10.11.

3.10.5. Preliminaries on T∨X-modules. (i) The canonical projection T∨X �
T∨X is a morphism of group X-schemes, so we have an embedding of the counital
Hopf OX -algebras OX [Γ] ↪→ F `X , γ 7→ χγ . The constant connection on T∨X yields a
horizontal section of the above projection T∨X ↪→ T∨X which is a morphism of group
schemes, so we have a morphism of the counital Hopf DX -algebras F `X � OX [Γ]
left inverse to the above embedding.

Consider the category of OX -flat OX -modules N equipped with a counital
F `X -action (we call such N simply a T∨X -module). This is a tensor category: for
T∨X -modules M , N their tensor product as T∨X -modules is, by definition, the T∨X -

submodule M
F
⊗N ⊂M ⊗N that consists of those sections n for which the images

of n by the morphisms δM ⊗ idN , idN ⊗ δM : M ⊗N → F `X ⊗M ⊗N coincide. The

unit object for
F
⊗ equals F `X .

Every T∨X -module N is automatically a T∨X -module = the counital OX [Γ]-
comodule (via T∨X ↪→ T∨X). Therefore it carries a canonical Γ-grading N = ⊕Nγ

where Nγ = {n ∈ N : δN (n) ∈ F `γX ⊗N}. Let N0 ⊂ N be the maximal submodule
on which the T∨X -action factors through the projection T∨X � T∨X . One has

(3.10.5.1) Nγ
0 = {n ∈ N : δN (n) = χγ ⊗ n}.

The functor N 7→ N0 commutes with the tensor products: one has (M
F
⊗N)γ0 =

Mγ
0 ⊗ N

γ
0 (as OX -submodules of M ⊗ N). In particular, if N is invertible with

respect to
F
⊗, then all Nγ

0 are line bundles on X.
(ii) It is convenient to keep in mind the dual F `∗-module picture:
Set F `∗X := HomOX

(F `X ,OX). The coalgebra structure on F `X defines a topo-
logical OX -algebra structure on F `∗X . The topology admits a base of open ideals
Iα such that F `∗X /Iα are locally free OX -modules of finite rank.98 Therefore the
ind-scheme SpecF `∗X :=

⋃
SpecF `∗X /Iα is the inductive limit of subschemes finite

and flat over X. It is also a commutative group ind-X-scheme (the product comes
from the algebra structure on F `X) equipped with a connection along X (defined
by the connection on F `X). The above T∨X � T∨X yield a projection SpecF `∗X � ΓX
and its section ΓX

∼−→ (SpecF `∗X )red ↪→ SpecF `∗X .
For an OX -module N , a T∨X -action δN : N → F `X ⊗ N amounts to a discrete

F `∗X -module structure on N . The tensor product M
F
⊗N is formed by sections of the

F `∗X ⊗̂F `∗X -module M⊗N that are supported (scheme-theoretically) on the diagonal
SpecF `∗X ↪→ SpecF `∗X ×

X
SpecF `∗X . The submodules N0 and Nγ of N are formed by

sections supported, respectively, on (SpecF `∗X )red and the connected component of
SpecF `∗X labeled by γ.

For a geometric interpretation of SpecF `∗X see 3.10.8.

98Our F `
X is locally free as an OX -module.
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3.10.6. From latice algebras to θ-data. Let A be any lattice chiral algebra.
According to 3.10.5, A carries a Γ-grading A = ⊕Aγ . One checks in a moment that
it is compatible with the chiral product: µA sends j∗j∗Aγ1 �Aγ2 to ∆∗A

γ1+γ2 .
By 3.10.5, for each γ ∈ Γ we have a (super) line bundle λγA := A`γ0 ⊂ A`γ . For

γ1, γ2 ∈ Γ let κA(γ1, γ2) be the order of zero at the diagonal of the ope morphism
◦A (see 3.5.10, 3.5.11) restricted to the line bundle λγ1A �λγ2A ⊂ A`�A`.99 In other
words, κA(γ1, γ2) is the largest integer n such that µA : j∗j∗A�A→ ∆∗A vanishes
on λγ1A � λγ2A (n∆). The top Taylor coefficient of ◦A is then a non-zero morphism of
OX -modules cγ1,γ2A : λγ1A ⊗ λ

γ2
A → A` ⊗ ω⊗κA(γ1,γ2).

By (3.10.5.1) (and the fact that δA is a morphism of chiral algebras), cγ1,γ2A

takes values in λγ1+γ2A ⊗ ω⊗κA(γ1,γ2) ⊂ A` ⊗ ω⊗κA(γ1,γ2).

By 3.10.5(i), our picture is compatible with the
F
⊗-product of lattice algebras.

Namely, for two lattice algebras A, B the λγ line for A
F
⊗B equals λγA ⊗ λ

γ
B as a

submodule of A` ⊗ B`. Due to compatibility of the ope with tensor products (see

3.5.11), κ and c for A
F
⊗B are equal to, respectively, κA + κB and cA ⊗ cB . In

particular, for B equal to the
F
⊗-inverse to A, one has κA+κB = 0 and cA⊗cB = 1,

which implies that κA(γ1, γ2) <∞ and cγ1,γ2A : λγ1A ⊗ λ
γ2
A → λγ1+γ2A ⊗ ω⊗κA(γ1,γ2) is

always an isomorphism.

Lemma. (κA, λA, cA) is a θ-datum.

Proof. For γ1, γ2, γ3 ∈ Γ consider the restriction of the triple ope (see 3.5.12)
to the line bundle A`γ10 � A`γ20 � A`γ30 . At each diagonal xi = xj it has zero of
order κA(γi, γj). On the other hand, its top term at, say, the diagonal x1 = x2 is
equal to ◦A(cA(γ1, γ2), idA`γ3

0
), so it has zero of order κA(γ1 + γ2, γ3). Therefore

κA(γ1 + γ2, γ3) = κA(γ1, γ3) + κA(γ2, γ3), so κA is bilinear. It is obviously sym-
metric. The associativity of cA follows from the associativity property of the ope.
The twisted commutativity of cA follows from the commutativity of the ope, since
the transposition symmetry acts on the subquotient A` ⊗ ωκA(γ1,γ2) of ∆̃∗A

` as
multiplication by (−1)κA(γ1,γ2). �

We define the Picard functor PHeis(X,Γ) → Pθ(X,Γ) from (3.10.4.1) as A 7→
θA := (κA, λA, cA). Its restriction to PHeis(X,Γ)0 is the composition of (3.10.2.1)
and the inverse to (3.10.3.1), so our functor is fully faithful. To prove that our
functor is an equivalence, it suffices to construct its right inverse. We will do this
in 3.10.8 after reinterpreting the notion of θ-datum in 3.10.7.

3.10.7. Denote by Div(X) a functor which assigns to a quasi-compact scheme
Z the group of Cartier divisors in X × Z/Z proper over Z. This is a sheaf with
respect to the flat topology. Set Div(X,Γ) := Div(X) ⊗ Γ; we call its points
Γ-divisors.

Let λ be a super line bundle on Div(X,Γ). Therefore λ is a rule that assigns
to any Z and a Γ-divisor D ∈ Div(X,Γ)(Z) a super line bundle λD on Z in a way
compatible with the base change.

Definition. A factorization structure on λ is a rule that assigns to any Z
and a pair of Γ-divisors D1, D2 ∈ Div(X,Γ)(Z) whose supports do not intersect an

99We will see in a moment that this morphism is non-zero, i.e., κA(γ1, γ2) 6= ∞.
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isomorphism cD1,D2 : λD1 ⊗ λD2

∼−→ λD1+D2 . We demand c to be compatible with
the base change and to be associative and commutative:

(i) For every D1, D2, D3 ∈ Div(X,Γ)(Z) whose supports are pairwise disjoint,
the two morphisms cD1+D2,D3(cD1,D2 ⊗ idλD3

) and cD1,D2+D3(idλD3
⊗ cD1,D2) :

λD1 ⊗ λD2 ⊗ λD3

∼−→ λD1+D2+D3 coincide.
(ii) One has cD1,D2 = cD2,D1σ, where σ : λD1 ⊗ λD2

∼−→ λD2 ⊗ λD1 is the
commutativity constraint.

Pairs (λ, c) as above form naturally a Picard groupoid (the tensor product is
(λ1, c1)⊗ (λ2, c2) := (λ1 ⊗ λ2, c1 ⊗ c2)); denote it by Picf (Div(X,Γ)).

Proposition. There is a natural equivalence of Picard groupoids

(3.10.7.1) Picf (Div(X,Γ)) ∼−→ Pθ(X,Γ).

Proof. For γ ∈ Γ let iγ : X → Div(X,Γ) be the morphism x 7→ (x) ⊗ γ; here
(x) is the Cartier divisor that corresponds to x.

For (λ, c) ∈ Picf (Div(X,Γ)) the corresponding θ = (κ, λγ , cγ1,γ2) ∈ Pθ(X,Γ) is
defined as follows. We set λγ := iγ∗λ. For γ1, γ2 ∈ Γ let λγ1,γ2 be the pull-back of
λ by the morphism iγ1,γ2 : X ×X → Div(X,Γ), (x1, x2) 7→ iγ1(x1) + iγ2(x2). On
the complement U to the diagonal ∆ our c yields an isomorphism λγ1 � λγ2 |U

∼−→
λγ1,γ2 |U . So we have an isomorphism λγ1 � λγ2

∼−→ λγ1,γ2(−κ(γ1, γ2)∆) for certain
κ(γ1, γ2) ∈ Z. Pulling it back to the diagonal, we get an isomorphism cγ1,γ2 :
λγ1 ⊗ λγ2 ∼−→ λγ1+γ2 ⊗ ωκ(γ1,γ2) of super line bundles on X.

Let us check that θ = (κ, λγ , cγ1,γ2) so defined is, indeed, a θ-datum. The
commutativity property of cγ1,γ2 is evident. Now notice that for any I ∈ S and
(γi) ∈ ΓI we have a super line bundle λ(γi) on XI defined as the pull-back of λ by
the map i(γi) : XI → Div(X,Γ), (xi) 7→

∑
iγi(xi), and c yields an isomorphism

(3.10.7.2) �λγi
∼−→ λ(γi)(−

∑
κ(γi, γi′)∆i,i′)

(the summation is over the set of unordered pairs i 6= i′ ∈ I and ∆i,i′ is the
diagonal divisor xi = xi′). One checks the bilinearity of κ and the associativity of
cγ1,γ2 looking at (3.10.7.2) on X ×X ×X.

The functor Picf (Div(X,Γ)) → Pθ(X,Γ) we have constructed is evidently a
morphism of Picard groupoids. It is faithful: this follows from (3.10.7.2) since any
point of Div(X,Γ) factors flat locally through i(γi) for some (I, (γi)). It remains to
prove that our functor is essentially surjective.

Consider the Picard groupoid of extensions Ext(Div(X,Γ),Gm). Such an ex-
tension is the same as a pair (λ, c) as above except that cD1,D2 are defined for every
D1, D2 (the supports may intersect). So we have an evident morphism of Picard
groupoids Ext(Div(X,Γ),Gm)→ Picf (Div(X,Γ)). Its composition with (3.10.7.1)
takes values in P(X,Γ) = Tors(X,T∨) (see (3.10.3.1)). The functor

(3.10.7.3) Ext(Div(X,Γ),Gm)→ Tors(X,T∨)

is an equivalence. To see this, notice that our objects are Γ-linear, so we can assume
that Γ = Z and our functor is Ext(Div(X),Gm)→ Pic(X). Now the inverse functor



3.10. LATTICE CHIRAL ALGEBRAS AND CHIRAL MONOIDS 263

assigns to L ∈ Pic(X) the line bundle λD := NmD/Z(p∗XL) on Div(X) with evident
c; here pX : X × Z → X is the projection.100

To finish the proof, it remains to present for every symmetric bilinear form κ
on Γ some (λκ, cκ) ∈ Picf (Div(X,Γ)) which yields a κ-twisted θ-datum.

Suppose for a moment that Γ = Z. For D ∈ Div(X)(Z) choose (locally on Z)
some effective divisor D′ ∈ Div(X,Z) such that D ≥ −D′. Set

(3.10.7.4) λD := det(pZ∗OX×Z(D)/OX×Z(−D′))⊗ det⊗−1pZ∗OD′ .

Here pZ : X × Z → Z is the projection, OD′ := OX×Z/OX×Z(−D′); notice that
pZ∗OX×Z(D)/OX×Z(−D′) and pZ∗OD′ are vector bundles on Z. Our λD is in-
dependent of the auxiliary choice of D′ in the usual way, so we have defined
a super line bundle λ on Div(X). It carries a natural factorization structure c
coming from the fact that OX×Z(D1)/OX×Z(−D′

1) ⊕ OX×Z(D2)/OX×Z(−D′
2) =

OX×Z(D1 + D2)/OX×Z(−D′
1 − D′

2) and OD′
1
⊕ OD′

2
= OD′

1+D
′
2

if our divisors do
not intersect. The form κ defined by (λ, c) is the product pairing on Z.

Suppose Γ is arbitrary. Any γ∨ ∈ Γ∨ yields a bilinear form κγ∨ : (γ1, γ2) 7→
γ∨(γ1)γ∨(γ2). Every integral symmetric bilinear form is an integral linear com-
bination of the κγ∨ ’s, so we can assume that κ = κγ∨ . Consider the pull-back
of λ from (3.10.7.4) by the projections Div(X,Γ) → Div(X) defined by γ∨. The
bilinear form of the corresponding θ-datum equals κ, and we are done. �

3.10.8. From θ-data to lattice algebras. To finish the proof of the theorem
in 3.10.4, we will construct the functor inverse to (3.10.4.1).

Let Z be a quasi-compact scheme and S an effective Cartier divisor in X×Z/Z
proper over Z. Let Div(X)S be the functor on the category of quasi-compact Z-
schemes that assigns to Y/Z the subgroup Div(X)S(Y ) ⊂ Div(X)(Y ) of all Cartier
divisors whose support is contained (set-theoretically) in (the pull-back of) S. Set
Div(X,Γ)S = Div(X,Γ)S,Z := Div(X)S ⊗ Γ.

Lemma. Div(X)S is a formally smooth ind-scheme over Z which can be rep-
resented as the inductive limit of a directed family of subschemes which are finite
and flat over Z. The same is true for Div(X,Γ)S.

Proof. Follows from the fact that the functor which assigns to a test scheme Y
the set of all effective Cartier divisors in X×Y/Y of given degree n is representable
by the scheme SymnX (see [SGA 4] Exp. XVII 6.3.8) which is smooth. �

Therefore Div(X,Γ)S = lim−→SpecRα where {Rα} is a directed system of OZ-
algebras connected by surjections which are locally free OZ-modules of finite rank.

Remark. Notice that Div(X,Γ)S,Z depends only on the reduced scheme Sred
⊂ X×Z, so Div(X,Γ)S,Z carries a canonical action of the universal formal groupoid
on Z (whose space is the formal completion of Z ×Z at the diagonal; cf. the proof
of the proposition in 3.4.7). If Z is smooth, this means that the ind-Z-scheme
Div(X,Γ)S,Z carries a canonical flat connection ∇.

For θ ∈ Pθ(X,Γ) let (λ, c) ∈ Picf (Div(X,Γ)) be the super line bundle with
factorization structure that corresponds to θ by (3.10.7.1). For any (S,Z) the pull-
back of λ to Div(X,Γ)S can be seen as a projective system of invertible Rα-modules

100Recall that for effective D the norm functor NmD/Z : Pic (X ×Z) → Pic (Z) comes from

the norm homomorphism pZ∗O
×
D → O×

Z ; one extends it to the whole Div(X) demanding NmD/Z

to be multiplicative with respect to D. For details see [SGA 4] Exp. XVII 6.3, Exp. XVIII 1.3.5.



264 3. LOCAL THEORY: CHIRAL BASICS

λS,Z = lim←−λRα . Therefore we have a locally projective101 OZ-module

(3.10.8.1) A`θ S,Z := HomOZ
(λ∗S,Z ,OZ) =

⋃
λRα

⊗
Rα

HomOZ
(Rα,OZ).

It is clear that A`θ S,Z depends on (S,Z) ∈ C(X) (we use the notation from 3.4.6)
in a functorial way; i.e., they form a structure from (i) in 3.4.6. The factorization
structure c on λ yields in the obvious way a factorization structure (see (ii) in 3.4.6)
on A`θ which we denote also by c. The pair (A`θ, c) evidently satisfies properties (a)
and (b) in loc. cit., so it is a factorization algebra. We denote it simply by A`θ or
A`(Γ,θ). Notice that for θ ∈ P(X,Γ) ⊂ Pθ(X,Γ) our A`θ is commutative.

Proposition. A`θ is naturally a lattice chiral algebra whose θ-datum identifies
canonically with θ.

Proof. Notice that Pθ(X) → FA(X), (Γ, θ) 7→ A`(Γ,θ), is naturally a tensor
functor (we use the notation from Remark (i) in 3.10.3). Let 1 = 1Γ ∈ Pθ(X,Γ)
be the unit θ-datum. Looking at the “diagonal” morphisms (Γ, 1)→ (Γ, 1)⊕ (Γ, 1)
and (Γ, θ)→ (Γ, 1)⊕(Γ, θ) inPθ(X), we get the morphisms of factorization algebras
δ : A`1 → A`1⊗A`1 and δθ : A`θ → A`1⊗A`θ. The first arrow is a coproduct which makes
A`1 a commutative and cocommutative counital Hopf factorization algebra.102 The
second arrow is a counital coaction of A`1 on A`θ.

The diagonal morphism (Γ, 1) → (Γ, θ) ⊕ (Γ, θ⊗−1) yields a morphism A`1 →

A`θ
A1
⊗ A`θ⊗−1 ⊂ A`θ ⊗ A`θ⊗−1 (see 3.4.16 for the notation). One easily checks that it

is an isomorphism, so Aθ is an A1-cotorsor.
To see that Aθ is a lattice chiral algebra, it remains to identify A1 and F , i.e.,

to define an isomorphism of the Hopf DX -algebras A`1X
∼−→ F `X . There is a natural

pairing of group DX -ind-schemes

(3.10.8.2) 〈 〉 : Div(X,Γ)∆,X × T∨X → GmX ,

〈D ⊗ γ, f⊗γ∨〉 := NmD/Z(f)〈γ,γ
∨〉. Here ∆ ⊂ X × X is the diagonal divisor, Z

is a test X-scheme, D ∈ Div(X)∆(Z), and f is a section of JGmX realized, as in
2.3.3, as an invertible function of the formal neighborhood of the pull-back of ∆ in
X×Z. An immediate computation shows that the morphism of Hopf DX -algebras
A`1X → F `X that corresponds to (3.10.8.2) is an isomorphism.

It is clear from the construction that the θ-datum that corresponds to the
lattice chiral algebra Aθ equals θ. We are done. �

3.10.9 The Heisenberg Lie∗ subalgebra. We use the notation from 3.10.5
and 3.10.6. For γ ∈ Γ set α(γ) := dχγ/χγ ∈ F 0 = F 0

X ; we extend it to α : tD → F 0

by D-linearity. Our α takes values in the submodule of Lie algebra elements with
respect to the coalgebra structure, and it yields an isomorphism of DX -algebras
Sym t`D

∼−→ F `0.
Let A be any lattice chiral algebra and θ = (κ, λ, c) ∈ Pθ(X,Γ) its θ-datum.

Consider the composition A` � A`
◦A−→ ∆∗̃A

` � ∆∗̃(A`/OX1A). For any γ ∈ Γ
its restriction to λγ � λ−γ has zero of order −κ(γ, γ) + 1 at the diagonal. The
top coefficient is a morphism λγ ⊗ λ−γ → (A0`/OX1A) ⊗ ω⊗−κ(γ,γ)+1; since the

101In fact, it is locally free.
102The counit A`

1 → O comes from the (unique) morphism (Γ, 1Γ) → (0, 10) in Pθ(X).
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left-hand side is identified, via cγ,−γ , with ω⊗−κ(γ,γ), we can consider it as a section
αθ(γ) of A/ω1A.

Consider the coaction morphism δA : A` → F ` ⊗ A`. For lγ ∈ λγ one has
δA(lγ) = χγ ⊗ lγ , so, looking at the ope, we see that

(3.10.9.1) δA(αθ(γ)) = α(γ)⊗ 1A + 1F ⊗ αθ(γ) ∈ F ` ⊗A/ω1F⊗A.

Since A is an invertible F `-comodule, this property determines the section αθ(γ)
uniquely. In particular, it depends on γ in the additive way. We extend αθ to
a morphism of DX -modules tD → A/ω1A. Let tθD → A be the corresponding
morphism of the ω-extensions; we denote it also by αθ.

Proposition. (i) The image of tD is a commutative Lie∗ subalgebra of A/ω1A,
so tθD is a central extension of the commutative Lie∗ algebra tD. The Lie∗ bracket
tO × tO → h(ω) is the Heisenberg bracket (γ1 ⊗ f1, γ2 ⊗ f2) 7→ κ(γ1, γ2)f1df2 (see
2.5.9).

(ii) The adjoint action of h(tD) = tO on any λη ⊂ A`, η ∈ Γ, is multiplication
by the character κ(η) := κ(η, ·) ∈ Γ∨.

(iii) For l ∈ λη the image of ∇(l) in A/ωλη coincides with the 0th term of the
ope expansion l ◦ αθ(η).103

(iv) As an OX-module equipped with chiral U(tD)θ-action, A is equal to the
induced U(tD)θ-module Ind θA0 where tθD acts on A0 =

∑
λη according to (ii).104

In particular, αθ : U(tD)θ ∼−→ A0.
(v) The extension tθD depends on θ in the additive way, i.e., θ 7→ tθD is a

Picard functor. The automorphisms of θ act on tθD according to the homomorphism
T∨(OX) = O×X ⊗ Γ∨ → Aut tθD = t∗ ⊗ ω, f⊗γ

∨ 7→ γ∨ ⊗ df/f .

Proof. We check (ii) first. Let x be a local parameter on X. For γ, η ∈ Γ
choose generators lη ∈ λη and l±γ ∈ λ±γ such that c(lγ , l−γ) = 1Adx−κ(γ,γ).
Consider the triple ope φ := (x1 − x2)κ(γ,γ)lγ(x1)l−γ(x2)lη(x3) ∈ ∆̃(3)

∗ A (see
3.5.12). The orders of zero of the double ope are known by 3.10.6, so one has
φ = (x1−x3

x2−x3
)κ(γ,η)ψ where ψ ∈ Ax3 [[x1−x2, x2−x3]]. Let ψ0 ∈ Ax3 be the constant

term of the Taylor power series ψ. Consider φ as an element of Ax3((x2−x3))((x1−
x2)); then φ = (1 + x1−x2

x2−x3
)κ(γ,η)ψ = (1 + κ(γ, η)x1−x2

x2−x3
)ψ0 modulo (x1 − x2)P

where P := Ax3 [[x2 − x3]] + (x1 − x2)Ax3((x2 − x3))[[x1 − x2]]. Computing φ as
(x1 − x2)κ(γ,γ)(lγ(x1)l−γ(x2))lη(x3), we see that (1 + κ(γ, η)x1−x2

x2−x3
)ψ0 = lη(x3) +

(x1 − x2)αθ(γ)(x2)lη(x3) modulo P . Therefore ψ0 = lη and αθ(γ)(x2)lη(x3) =
κ(γ, η)(x2 − x3)−1lη(x3)+ regular terms, which is (ii).

To check (i), we need to compute the polar part of the ope product of αθ(γ) and
αθ(η). Consider the ope µ :=(x1−x2)κ(γ,γ)(x3−x4)κ(η,η)lγ(x1)l−γ(x2)lη(x3)l−η(x4).
It equals ( (x1−x3)(x2−x4)

(x1−x4)(x2−x3)
)κ(γ,η)ν where ν is a Taylor power series with the constant

term 1A. As an element of Ax4((x2− x4))[[x1− x2, x3− x4]], our µ is equal to (1 +
κ(γ, η)(x1−x2)(x3−x4)(x2−x4)−2)1A modulo terms which are Taylor power series
or lie in the cube of the maximal ideal of k((x2−x4))[[x1−x2, x3−x4]]. On the other
hand, one has µ := (x1 − x2)κ(γ,γ)(x3 − x4)κ(η,η)(lγ(x1)l−γ(x2))(lη(x3)l−η(x4)) =

103Notice that, by (ii), the ope l ◦ αθ(η) has pole of first order with the principal part in λη ,
so the image in A/ωλη of its 0th term is well defined.

104For the induced modules, see 3.7.15 and 3.7.21.
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(1+α(γ)(x2)(x1−x2)+ · · · )(1+α(η)(x4)(x3−x4)+ · · · ). Thus α(γ)(x2)α(η)(x4) =
κ(γ, η)(x2 − x4)−21A + regular terms, and we are done.

We leave (iii) to the reader. To deduce (iv), we have to show that the canonical
morphism Indθ(A0) → A is an isomorphism. This follows easily from (3.10.9.1);
the details are left to the reader.

The first statement in (v) is evident. Thus it suffices to check the second
statement only for the trivial θ-datum, where it is immediate. �

Remarks. (i) Let {γi} ⊂ Γ be a subset that generates Γ as a semigroup. Then∑
λγi generates A as a chiral algebra.105

(ii) Suppose that A is symmetric (see Remark in 3.10.1). The action of the
involution on tκD yields then a D-module splitting tD → tθD (that identifies tD with
the −1-eigenspace of the involution). Therefore tθD is identified with the Heisenberg
extension tκD from 2.5.9.

If A is commutative, then tθD is the twist of the trivial extension by the T∨-
torsor corresponding to A (see 3.10.2) according to the T∨(OX)-action described
in (iv) of the above proposition.

3.10.10. The boson-fermion correspondence. Suppose that Γ = Z and
κ is the product pairing. Let θ := (λ, c) be any κ-twisted θ-datum. Set λ+ :=
λ+1 ⊗ ω and λ− := λ−1 ⊗ ω; these are odd line bundles and c+1,−1 yields a pairing
c : λ+⊗λ−

∼−→ ω. Then (λ+D⊕λ−D)[ := λ+D⊕λ−D⊕ω carries a Lie∗ bracket with
the only non-zero component being the pairing ∈ P ∗2 ({λ+D, λ−D}, ω) defined by c.
Thus (λ+D ⊕ λ−D)[ is an ω-extension of the abelian Lie∗ algebra λ+D ⊕ λ−D. Let
Clθ be the corresponding twisted enveloping algebra (see 3.7.20); this is a Clifford
chiral algebra (see 3.8.6).

Proposition. There is a natural isomorphism of chiral algebras

(3.10.10.1) Clθ
∼−→ Aθ.

Proof. The canonical embeddings λ±1 ↪→ A`θ define the morphisms of D-
modules ι : λ+D ⊕ λ−D → Aθ and ι[ := ι⊕ 1Aθ

: (λ+D ⊕ λ−D)[ → Aθ. The latter
is a morphism of Lie∗ algebras; it yields the promised morphism of chiral algebras
Clθ → Aθ. Our morphism is injective since Clθ is a simple chiral algebra (due to
irreducibility of the Clifford modules); it is surjective by Remark (i) in 3.10.9. �

3.10.11. Remark. According to [Ro], an arbitrary lattice chiral algebra A
can be reconstructed from its θ-datum θ = (κ, λ, c) ∈ Pθ(X,Γ) as follows.

Let N = N(θ) be the direct sum of λγ , γ ∈ Γ, and let P = P (θ) be the
sum of λγ1 � λγ2(κ(γ1, γ2)∆) ⊂ j∗j

∗N � N . Let Ã` be the factorization algebra
freely generated by (N,P ) (see 3.4.14). So we have the universal morphisms ι̃ :
N → Ã`X and P → Ã`X×X . Let ι̃ γ : λγ → Ã`X be the components of ι̃ and
let c̃ γ1,γ2 : λγ1 ⊗ λγ2 → Ã`X ⊗ ω

⊗κ(γ1,γ2)
X be the pull-back to the diagonal of the

morphism106 λγ1 � λγ2 ↪→ P (−κ(γ1, γ2)∆) → Ã`X×X(−κ(γ1, γ2)∆). Let A(θ) be
the quotient of Ã modulo the ideal generated by the sections ι̃ 0(1)− 1Ã ∈ Ã`X and

105Indeed, the chiral subalgebra generated by
P

λγi contains all λγ (as the top coefficients

of appropriate ope), hence it contains the image of αθ, and we are done by (iii) of the proposition.
106Recall that ∆∗Ã`

X×X = Ã`
X (see (3.4.2.1)) and ∆∗OX×X(n∆) = ω⊗−n

X .
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c̃ γ1,γ2 − ι̃ γ1+γ2cγ1,γ2 ∈ A`X ⊗ ω
⊗κ(γ1,γ2)
X ⊗ (λγ1)⊗−1 ⊗ (λγ2)⊗−1. Let ιγ = ιγθ : λγ →

A(θ)` be the induced morphisms; they satisfy an evident universality property.
By 3.10.6 and 3.4.14 there is a unique morphism of chiral algebras A(θ) → A

which sends ιγ to the embedding λγ = A`γ0 ↪→ A` (see 3.10.6). As shown in [Ro],
this is an isomorphism.

3.10.12. Group ind-scheme basics. We are going to identify modules over
a lattice algebra with representations of a certain Heisenberg group. Let us recall
first the relevant definitions.

(a) Let G be an ind-affine group ind-scheme. To avoid unnecessary complica-
tions, we assume it to be the inductive limit of countably many affine schemes, so
G = SpfP :=

⋃
SpecPα where P is a topological algebra, Pα = P/Iα, and Iα are

open ideals that form a base of the topology. The product on G makes P a counital
topological Hopf algebra.

Example. Let x ∈ X(k) be a point on our curve and Ox ⊂ Kx the algebra
of Taylor formal power series and the field of Laurent power series. Any affine
group scheme T yields a group ind-scheme that we denote (by abuse of notation) by
T (Kx), T (Kx)(R) := T (R⊗̂Kx) (cf. 2.4.8 and 2.4.9). It contains a group subscheme
T (Ox), T (Ox)(R) := T (R⊗̂Ox).

For a discrete vector space V a G-action on V is a rule that assigns to each test
commutative algebra R an action of the group G(R) on the R-module VR := V ⊗R
which is natural with respect to morphisms of the R’s. Equivalently, this a counital
P -coaction V → P ⊗̂V := lim←−(P/Iα)⊗ V . A discrete vector space equipped with a
G-action is referred to as a G-module or a representation of G; these objects form
a tensor abelian category Gmod.

Consider the topological dual P ∗ :=
⋃
P ∗α. This is an associative unital algebra.

It carries a topology whose base is formed by all left ideals whose intersection with
each profinite-dimensional vector space P ∗α is open. The completion is a topological
associative algebra (in the sense of 3.6.1) called the group algebra of G; we denote
it by k[G]. A discrete k[G]-module is the same as a G-module: one has Gmod=
k[G]mod. So k[G] is the topological algebra of endomorphisms of the functor which
assigns to a G-module the underlying vector space.

Our k[G] is naturally a counital cocommutative topological Hopf algebra. De-
note by k[G]gr the functor which assigns to a test algebra R the group of the
group-like invertible elements of the topological Hopf R-algebra k[G]⊗̂R. There is
an evident natural group homomorphism G→ k[G]gr, g 7→ δg.

Remark. The latter map need not be an isomorphism: for example, if H is a
semisimple simply connected algebraic group, then k[H(K)x] = k.

(b) The above picture has a twisted version:
For a group ind-scheme G its super extension G[ is an extension of G by the

Picard groupoid of super line bundles.107 Explicitly, such a G[ is a rule that assigns
to any g ∈ G(R) an invertible super R-module λ[g in a functorial manner, and to
any pair g1, g2 ∈ G(R) a natural identification c[g1,g2 : λ[g1 ⊗ λ

[
g2

∼−→ λ[g1g2 which is
associative in the obvious sense. We have the parity homomorphism ε[ : G→ Z/2,
where ε[g is the parity of λ[g. The super extensions of G form a Picard groupoid in
the obvious way.

107For details see, e.g., the appendix to section 2 in [BBE].
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Remark. In the above definition we used only the monoidal structure of the
Picard groupoid (the commutativity constraint is irrelevant). Therefore a super ex-
tension amounts to a pair that consists of an extension of G by the Picard groupoid
of line bundles and a parity homomorphism G → Z/2; the former structure is the
same as a central Gm-extension of G.

For commuting g1, g2 ∈ G(R), we set {g1, g2}[ := c[g1,g2/c
[
g2,g1σ ∈ R

× where σ :

λ[g1⊗λ
[
g2

∼−→ λ[g2⊗λ
[
g1 is the commutativity constraint. Thus {g, g}[ = (−1)ε

[
g . If G

is commutative, then the commutator pairing { }[ : G×G→ Gm is bimultiplicative.
A G[-module is a super vector space V together with a rule that assigns to

g ∈ G(R) an isomorphism of super R-modules λ[g ⊗ V
∼−→ VR and satisfies the

usual properties; equivalently, this is an action of G[ on V , considered as a mere
group ind-scheme and a mere vector space, which changes the Z/2-grading on V
according to ε[. Denote by G[mod the abelian category of G[-modules.

Consider λ−[ := (λ[)⊗−1 as a super line bundle over G. Its sections form a
topological super P -module λ−[P = lim←−λ

−[
Pα

. The topological dual (λ−[P )∗ =
⋃

(λ−[Pα
)∗

is naturally an associative super algebra. It carries a natural topology formed by all
left ideals whose intersection with each profinite-dimensional vector space (λ−[Pα

)∗ is
open. The completion is the topological associative super algebra k[G][ called the
[-twisted group algebra of G. A G[-module is the same as a discrete k[G][-module:
one has G[mod = k[G][mod.

The diagonal morphism G[ → G×G[ yields a morphism of topological algebras
δ[ : k[G][ → k[G]⊗̂k[G][ which is a counital k[G]-coaction on k[G][.

(c) The Cartier duality establishes an anti-equivalence between the category of
commutative affine group schemes and that of commutative group ind-finite ind-
schemes.108 It extends readily to a self-duality on the category of commutative
group ind-schemes that can be represented as an extension of a group ind-finite
ind-scheme by an affine group scheme. On the level of topological Hopf algebras,
the Cartier duality interchanges the topological algebras of functions and the group
algebras.

Let G be such a group ind-scheme and G′ its Cartier dual, so G′ = Spf k[G].
The canonical morphism G→ k[G]gr (see (a)) is an isomorphism.

For a topological associative (super) algebra Q a counital k[G]-coaction δQ :
Q → k[G]⊗̂Q amounts to a G′-action on Q (which is a rule that assigns to a test
algebra R a G(R)-action on the topological R-algebra Q⊗̂R natural with respect
to morphisms of the R’s). The category of such pairs (Q, δQ) is naturally a tensor

category with respect to the tensor product
k[G]
⊗ , where Q1

k[G]
⊗ Q2 ⊂ Q1⊗̂Q2 is the

topological subalgebra of elements on which the G′-actions along Q1 and along Q2

coincide. We say that (Q, δQ) is a k[G]-cotorsor if it is invertible with respect to
k[G]
⊗ . The category of k[G]-cotorsors is a naturally Picard groupoid.

Lemma. The above Picard groupoid identifies naturally with the Picard groupoid
of super extensions of G.

Sketch of a proof. For a super extension G[ of G the pair (k[G][, δ[) is a k[G]-
cotorsor. Conversely, let (Q, δQ) be a k[G]-cotorsor. For g ∈ G(R) consider the

108See, e.g., section 4 in Chapter II of [Dem].



3.10. LATTICE CHIRAL ALGEBRAS AND CHIRAL MONOIDS 269

corresponding group-like element δg ∈ k[G]⊗̂R. Then λg := {q ∈ Q⊗̂R : δQ(q) =
δg⊗ q} is an invertible super R-module, and the product in Q provides a morphism
c[g1,g2 : λ[g1 ⊗ λ[g2 → λ[g1g2 which is an isomorphism. This datum is the super
extension G[ that corresponds to Q. The details are left to the reader. �

3.10.13. The Heisenberg groups. We use the notation of 3.10.12; see
especially the example in loc. cit.

Consider the commutative group ind-scheme K×
x := Gm(Kx); its Lie algebra

equals Kx, and the connected component of the reduced ind-scheme is the group
scheme O×

x := Gm(Ox). So an R-point of K×
x is the same as an invertible element

f of Kx⊗̂R.
Contou-Carrère defines in [CC]109 a canonical skew-symmetric bimultiplicative

symbol pairing

(3.10.13.1) { }x : K×
x ×K×

x → Gm.

The corresponding pairing of the groups of k-points is the tame symbol map
(f, g) 7→ (−1)v(f)v(g)(fv(g)/gv(f))(x) (here v(f) is the order of zero of f at x);
the derivative with respect to the first variable is the pairing Kx × K×

x → Ga,
(a, g) 7→ Resxad log g; the Lie algebra pairing Kx ×Kx → k is (a, b) 7→ Resxadb. If
f ∈ O×

x (R) = (Ox⊗̂R)×, then

(3.10.13.2) {f, g}x = Nmdivg/Rf.

The symbol pairing is non-degenerate: it identifies K×
x with its own Cartier

dual. This means that the corresponding morphism of the group ind-schemesK×
x →

Spf k[K×
x ] is an isomorphism.

Consider, as in 3.10.1, our lattice Γ and the corresponding torus T := Γ⊗Gm.
Any symmetric bilinear form κ : Γ × Γ → Z defines a skew-symmetric pairing
{ }κx : T (Kx)× T (Kx)→ Gm, {f⊗γ11 , f⊗γ22 }κx := {f1, f2}κ(γ1,γ2)x .

Definition. A Heisenberg κ-extension is a super extension of T (Kx) whose
commutator pairing equals { }−κx . A Heisenberg extension is a super extension
which is a Heisenberg κ-extension for some κ.

The Baer product of Heisenberg κ- and κ′-extensions is a Heisenberg (κ+ κ′)-
extension, so the Heisenberg extensions form a Picard groupoid Heis T (Kx). It is a
disjoint union of the groupoids HeisκT (Kx) of the κ-extensions. So Heis0T (Kx) is
the Picard subgroupoid Ext(T (Kx),Gm) of commutative Gm-extensions of T (Kx),
and each HeisκT (Kx) is a Heis0T (Kx)-torsor (it is non-empty: see below).

Since every commutative Gm-extension of T (Kx)-splits, Ext(T (Kx),Gm) iden-
tifies naturally with the Picard groupoid of Hom(T (Kx),Gm)-torsors. The symbol
pairing yields an isomorphism Hom(T (Kx),Gm) = T∨(Kx), so these objects are
the same as T∨(Kx)-torsors.

Let T (Kx)[ be a Heisenberg κ-extension. Let us describe the category of
T (Kx)[-modules.

Let Z = Zκ ⊂ T (Kx) be the kernel of the { }κx-pairing. So Z lies in the kernel
of the parity homomorphism εκ : T (Kx) → Z/2, f⊗γ 7→ v(f)κ(γ, γ)mod2, and we

109See also [D2] 2.9 and [BBE] 3.1–3.3.
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have the central Gm-extension Z[ ⊂ T (Kx)[. The Cartier dual (Z[)′ is an extension
of Z by Z ′. Let SpfR ⊂ (Z[)′ be the preimage of 1 ∈ Z; this is a Z ′-torsor.

Any T (Kx)[-module is automatically a discrete R-module, so the category
T (Kx)[mod is an R-category.

Proposition. T (Kx)[mod is equivalent, as an R-category, to the category
Rmod of discrete R-modules.

Proof. We will define a functor T (Kx)[mod → Rmod leaving the construction
of the inverse to the reader. The construction (for κ 6= 0) depends on auxiliary
choices. Different choices yield (non-canonically) isomorphic functors.

Choose a decomposition Γ = Γ0 × Γ1 where Γ0 is the kernel of κ; we write
Ti := Gm ⊗ Γi, etc. Then Z = Z0 × Z1 where Z0 = T0(Kx) and Z1 is the kernel
of the morphism T1 → T∨1 defined by κ which is a finite group of order |det(κ|Γ1)|.
Then Z1 ⊂ T1(Ox), so we have the embedding Z[1 ⊂ T1(Ox)[ of the central Gm-
extensions. For each character χ : Z[1 → Gm whose restriction to Gm ⊂ Z[1 equals
idGm

choose its extension to a character χ̃ of T1(Ox)[.
Now let V be a T (Kx)[-module. For any χ as above let Vχ̃ ⊂ V be the subspace

of all vectors on which T1(Ox)[ ⊂ T (Kx)[ acts by the character χ̃. This is a Z[-
submodule of V , hence a discrete R-module. Our functor T (Kx)[mod → Rmod is
V 7→ ⊕

χ
Vχ̃. �

3.10.14. Let us return to the lattice chiral algebras. Let θ ∈ Pθ(X,Γ)κ be any
θ-datum. Let Aθ be the corresponding chiral lattice algebra (see (3.10.4.1)).

Theorem. Aasθx is the group algebra of a certain Heisenberg κ-extension T (Kx)θ

naturally defined by Aθ.

Remark. We see that the category of Aθ-modules supported at x identifies
naturally with the category of T (Kx)θ-modules. By the above proposition, for a
non-degenerate κ our category is semisimple with |detκ| isomorphism classes of
irreducibles. This result (in the case when κ is even and positive definite) was first
established by Dong [Don].

Proof. (a) If θ = 1, then Aas1x = F asx is the topological Hopf algebra of functions
on the ind-group T∨(Kx) (see 2.3.2 and (2.4.9.1)). It identifies canonically with
k[T (Kx)] via the Cartier duality T (Kx)×T∨(Kx)→ Gm, f⊗γ , g⊗γ

∨ 7→ {f, g}〈γ,γ
∨〉

x .
(b) For an arbitrary θ the F -coaction δθ : A`θ → F ` ⊗ A`θ yields, by transport

of structure, an F asx -coaction on Aasθx (see 3.6.8).

Lemma. Aasθx is an F asx -cotorsor.

Proof of Lemma. We want to show that the morphism F ` → A`θ ⊗A`θ−1 yields

an isomorphism F asx
∼−→ Aasθx

Fas
x

⊗ Aasθ−1x ⊂ A
as
θ−1x⊗̂A

as
θ−1x.

Let Ξθ ⊂ Ξasx (Aθ) be the subset of subalgebras Aθξ which are invariant with
respect to the T∨-action, i.e., satisfy the property δθ(Aθξ) ⊂ F `⊗A`θξ. This subset is
cofinal in the Ξasx -topology: indeed, for any B ∈ Ξasx (Aθ) one has B∩δ−1

θ (F `⊗B) ∈
Ξθ. Thus Aasθx = lim←−A

`
θξx, Aθξ ∈ Ξθ.

In fact, the set Ξθ does not depend on θ. Namely, the maps Ξθ1 → Ξθ2 ,
Aθ1ξ 7→ Aθ2ξ := δ−1(Aθ1ξ ⊗Aθ2/θ1), form a transitive system of bijections between
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the Ξθ’s; here δ : Aθ1
∼−→ Aθ2

F
⊗Aθ2/θ1 ↪→ Aθ1⊗Aθ2/θ1 is the “coproduct” morphism.

So we write Ξ instead of Ξθ.
For an OX -module N equipped with a counital F `-coaction δN : N → F ` ⊗N

set N x̂ := lim←−
Ξ

(δ−1
θ F `ξ ⊗ N)x; this is a topological vector space equipped with a

counital F asx -coaction. If N is an F `-cotorsor, then N x̂ is an F asx -cotorsor (since
all OX -module F `-cotorsors are equivalent Zariski locally at x, we can assume
that N = F ` where the statement is evident). Moreover, if N ′ is the inverse F `-

cotorsor, so that we have F ` ∼−→ N
F `

⊗ N ′ ⊂ N ⊗N ′, then N ′
x̂ is the F asx -cotorsor

inverse to N x̂, and the corresponding map F `x̂ → N x̂⊗̂N ′
x̂ yields an isomorphism

F asx = F `x̂
∼−→ N x̂

Fas
x

⊗ N ′
x̂ ⊂ N x̂⊗̂N ′

x̂ (by the same argument).
Now we can prove the lemma. We have seen that Aasx = A`x̂ as a topological

vector space equipped with an F asx -action. So the last isomorphism for N = A`θ,
N ′ = A`θ−1 is the equality we wished to check; q.e.d. �

(c) By the lemma from (c) in 3.10.12, we have a super extension T (Kx)θ of
T (Kx) such that Aasθx = k[T (Kx)]θ. It remains to check that T (Kx)[ is a Heisen-
berg κ-extension, i.e., that its commutator pairing { }θ equals { }κx. Consider the
difference <>κ:= { }θ−{ }κx. This pairing depends only on κ (since { }θ depends
only on the isomorphism class of θ near x, which is κ) and is invariant with respect
to automorphisms of Kx (for the same reason).

As follows from (3.10.9.1), the Lie algebra of T (Kx)θ equals ĥx(jx∗j∗xt
θ
D)

αθ

↪→
Aasθx, so the Lie algebra pairing that comes from <>κ vanishes by (i) of the propo-
sition in 3.10.9.

Let us show that the pairing between T (Kx)red and the Lie algebra t(Kx) that
comes from <>κ vanishes. We know that it vanishes on T (Ox) × t(Kx) by the
above and on T (Kx)red× t(Ox) by (ii) in the proposition in 3.10.9. So <>κ comes
from a pairing Γ × t(Kx)/t(Ox) = T (Kx)red/T (Ox) × t(Kx)/t(Ox) → k. Consider
the action of a group of homotheties on Kx (with respect to a parameter in Kx).
It is trivial on Γ and has trivial coinvariants on Kx/Ox. Since it preserves <>κ,
we get the promised vanishing.

We have shown that <>κ vanishes on T (Kx) × T (Kx)0 where T (Kx)0 is the
connected component of T (Kx). Therefore it comes from a pairing Γ × Γ =
T (Kx)/T (Kx)0 × T (Kx)/T (Kx)0 → Gm. Since <>κ depends on κ in the ad-
ditive way, it suffices to consider the case when γ = Z and κ is the product pairing.
Here { }θ and { }κx are controlled by the parity, so <>κ= 0, and we are done. �

3.10.15. A twisted version. Suppose we have a finite group H acting on Γ,
an H-equivariant lattice algebra Aθ (see Remark in 3.10.1), and an H-torsor P on
Ux := Xr{x}. Consider the twisted chiral algebra Aθ(P ) (see 3.4.17); it is an F (P )-
cotorsor. We also have the twisted torus T (P ), which is a group scheme over Ux, and
the ind-scheme T (P )(Kx) of its Kx-points. Notice that κ, which is an H-invariant
bilinear form on Γ, defines the pairing { }κx : T (P )(Kx)× T (P )(Kx)→ Gm, so, as
in 3.10.13, we have the notion of a Heisenberg κ-extension of T (P )(Kx).

Theorem. (Aθ(P ))asx is the group algebra of a certain Heisenberg κ-extension
T (P )(Kx)θ of T (P )(Kx).

Proof. Same as the proof of the non-twisted version (see 3.10.14). �
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Exercise. Formulate and prove the main results of [BaK].

3.10.16. Chiral monoids. Let us highlight the geometric structure underly-
ing the construction of 3.10.8. This section will not be used later in the book.

For us, “ind-algebraic space” means a functor on the category of affine schemes
representable by the inductive limit of a directed system of quasi-compact algebraic
spaces connected by closed embeddings. For a quasi-compact scheme Z an ind-
algebraic Z-space is an ind-algebraic space G equipped with a morphism G → Z;
denote by IZ the category of these objects with morphisms being closed embeddings.
All the IZ ’s form a fibered category I over the category of quasi-compact schemes
(with the fibered product as the pull-back functor).

Suppose we have a pair (G, c) where:
(i) G is a morphism from the fibered category C(X) (see 3.4.6) to I. Thus G is a

rule that assigns to each S ∈ C(X)Z an ind-algebraic Z-space GS = GS,Z ; for S′ ≤ S
we have a canonical closed embedding GS′,Z ↪→ GS,Z ; everything is compatible with
the base change.

In particular, the universal divisors yield ind-algebraic SymnX-spaces GSymnX .
(ii) c is a rule that assigns to every pair of mutually disjoint divisors S1, S2 ∈

C(X)Z an identification cS1,S2 : GS1,Z ×
Z

GS2,Z
∼−→ GS1+S2,Z . We demand that these

identifications be commutative and associative in the obvious manner and that they
be compatible with the natural morphisms from (i).

Assume that the following conditions hold:
(a) For every n the closure in GSymnX of the complement to the preimage of

the discriminant divisor in SymnX equals GSymnX . Equivalently, GSymnX can be
represented as the inductive limit of a directed family {Gα} of algebraic SymnX-
spaces and closed embeddings such that each Gα has no non-zero local functions
supported over the discriminant divisor of SymnX.

(b) One has GSym0X 6= ∅.
(c) The ind-algebraic spaces GSymnX are separable.

Definition. Such a (G, c) is called chiral, or factorization, monoid on X. Chi-
ral monoids form a category which we denote by CM(X).

A chiral monoid is said to be commutative if c can be extended to a morphism
cS1,S2 : GS1 ×

Z
GS2 → GS1+S2 defined for arbitrary Si ∈ C(X)Z and natural with

respect to morphisms in C(X) (by (a) and (c) such an extension is unique, if it
exists).

In many aspects chiral monoids are similar to chiral algebras; the next remarks
are parallel to, respectively, Remarks (i)–(iii) in 3.4.6, subsections 3.4.7, 3.4.20, and
the proposition in 3.4.6.

Remarks. (i) The associativity and commutativity of c permits us to define for
any finite family of mutually disjoint divisors Sα ∈ C(X)Z a canonical identification
c{Sα} of the fibered product of GSα

over Z and GΣSα
.

(ii) By (b) and (i) one has GSym0X = Spec k. So for any (S,Z) the embedding
∅ ⊂ S yields a canonical section 1G : Z = G∅,Z → GS,Z . It is preserved by the
structure embeddings G(S) ↪→ G(S′) and pull-backs; this is the unit section of G.

(iii) As in Remark (iii) in 3.4.6, in the above definition we can replace C(X)Z
by the ordered set of relative effective Cartier divisors adding the condition that all
the structure embeddings GS ↪→ GnS are isomorphisms.
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(iv) Suppose we have two morphisms of schemes f, g : Z ′ ⇒ Z which coincide
on Z ′red. Then the corresponding pull-back maps C(X)Z → C(X)Z′ coincide, so
one has a canonical identification f∗GS

∼−→ g∗GS of ind-algebraic spaces. Therefore
GS,Z carries a canonical action of the universal formal groupoid on Z (whose space
is the formal completion of Z × Z at the diagonal). For S ⊂ S′ the embeddings
GS ↪→ GS′ are compatible with the action, as well as the pull-back identifications
(in particular, 1G is fixed by the action). So we have defined a canonical integrable
connection on the ind-algebraic SymnX-space GSymnX .

(v) The category CM(X) admits finite projective limits. A chiral monoid G

admits a monoid structure (as an object of CM(X)) if and only if it is commutative;
such a structure is unique and the product G × G → G is given by the morphisms
cS,S : GS × GS → GS .

(vi) For a chiral monoid G and a finite set I let GXI be the pull-back of GSym|I|X

by the projection XI → Sym|I|X. For π : J → I one has evident morphisms (we
use the notation from 3.4.5) ν(π) : ∆(π)∗GXJ → GXI , c[π] : j[π]∗ ∏

I

GXJi

∼−→ j[π]∗GXJ

satisfying the obvious versions of properties (a)–(f) from 3.4.5. Conversely, any such
datum (GXI , ν(π), c[π]) defines a chiral monoid (one recovers GSymnX by descent).

One can also consider a weaker structure taking into consideration only non-
empty I’s and surjective maps between them; the resulting objects may be called
chiral semigroups. In fact, a chiral monoid is the same as a chiral semigroup which
admits a unit section (the definition is left to the reader); morphisms of chiral
monoids are the same as morphisms of chiral semigroups that preserve the unit
sections.

(vii) The functor G 7→ GX on the category of chiral monoids is faithful. So a
chiral monoid can be considered as an ind-algebraic X-space GX equipped with an
extra structure. This structure has Xét-local origin.

Let G be a chiral monoid and P an ind-algebraic space. For a point x ∈ X
set P x̂ := P × SpfOx; this is an ind-algebraic X-space (which lives over the formal
neighbourhood of x) equipped with an evident connection ∇P . A chiral G-action
on P at x is a chiral monoid structure on the disjoint union GX tP x̂ such that the
embedding GX ↪→ GX t P x̂ is a morphism of chiral groupoids and the connection
on P x̂ defined by the chiral monoid structure (see Remark (iv) above) equals ∇P .

Definition. (i) For a chiral monoid G a line bundle on G is a rule that assigns
to any S ∈ C(X)Z a line bundle λGS

on GS , and to any morphism (S′, Z ′)→ (S,Z)
in C(X) an identification of λGS′ and the pull-back of λGS

by the map GS′ → GS in
a way compatible with the composition of morphisms.

(ii) For λ as above, a factorization structure on λ is a rule that assigns to any
non-intersecting S1, S2 ∈ C(X)Z an identification c : λGS1

⊗λGS2

∼−→ c∗S1,S2
λGS1+S2

.
These isomorphisms should be compatible with the structure morphisms from (i)
and commutative and associative in the obvious sense.

(iii) Suppose that G is commutative. The factorization structure is said to be
commutative if the isomorphisms c from (ii) can be extended to similar isomor-
phisms defined for arbitrary S1, S2 ∈ C(X)Z and compatible with the structure
morphisms from (i) (by properties (a) and (c) this can be done in a unique way).

Line bundles on G equipped with factorization structure are also called Gm-
extensions of G. Replacing mere line bundles by super line bundles, one gets the
notion of super Gm-extension; these objects form a Picard groupoid denoted by
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Picf (G). Of course, one can replace Gm by any commutative group scheme (or
even an algebraic Picard groupoid).

Examples. (i) (The local Picard schemes). The ind-schemes Div(X,Γ)S (see
3.10.8) form a commutative chiral monoid. As in 3.10.8, the pull-back of any (λ, c) ∈
Picf (Div(X,Γ)) (see 3.10.7) is naturally a super Gm-extension of our chiral monoid.
This super extension is commutative if and only if (λ, c) ∈ Ext(Div(X,Γ),Gm) ⊂
Picf (Div(X,Γ)) (see (3.10.7.3)). It is not difficult to check that our functor identi-
fies Picf (Div(X,Γ)) with the Picard groupoid of super Gm-extensions of our chiral
groupoid.

(ii) (The affine Grassmannian). Let G be any algebraic group. Then for S ∈
C(X)Z the functor which assigns to a Z-scheme Y the set of pairs (F, γ) where F is
a G-torsor on X ×Y and γ its trivialization over the complement to (the pull-back
of) S is representable by an ind-scheme GS of ind-finite type. These ind-schemes
form naturally a chiral monoid (see [BD] 5.3.12). For G = T we get the chiral
monoid from (i). For any x ∈ X there is a natural chiral G-action on G(Kx) at x.

Remark. For any DX -scheme YX the corresponding multijet DXI -schemes
YXI (see 3.4.21) define, according to 3.4.22, a canonical chiral semigroup structure
on YX (see (vi) in the previous remarks). Notice that this chiral semigroup does
not admit a unit section (unless YX = X). As was pointed out by Kapranov and
Vasserot [KV] 3.2.4, for affine YX = SpecA` the ind-scheme Y merX := SpecAas

(see 3.6.18) of “horizontal meromorphic jets” is again a chiral semigroup, modulo
the fact that property (a) from the definition of chiral monoid was not verified in
loc. cit. It would be nice to check this property (in case of the usual multijets, this
is the contents of the theorem in 3.4.22).

Let G be a chiral monoid and λ its super extension. Suppose that for each
S ∈ C(X)Z , Z is affine, the corresponding GS,Z is the inductive limit of its closed
subschemes which are finite and flat over Z. In other words, GS,Z = SpfR where
R = lim←−Rα such that Rα are OX -algebras which are locally free OX -modules of
finite rank. Set

(3.10.16.1) A`S,Z := λ⊗
R
R∗ :=

⋃
λ⊗
R

HomOX
(Rα,OX).

Here λ is λGS
considered as an invertible R-module. In other words, A`S,Z =

π!(λGS
⊗ π!OZ); here π : GS,Z → Z is the structure projection and π! is the !-pull-

back functor.
The factorization structures on G and λ define on A` the structure of the fac-

torization algebra (see 3.4.6). In the situation of Example (i) above our A is the
lattice chiral algebra from 3.10.8.

Questions. (i) Suppose that we have (G, λ) such that GS,Z are proper over Z.
Is it true that A`S,Z := Rπ!(λGS

⊗ Rπ!OZ) form a factorization DG algebra? If G

is the affine Grassmannian for semisimple G and λ is defined by a positive integral
level κ, then A should be equal to the integrable quotient of U(gD)κ.

(ii) Let G be any chiral monoid and x ∈ X a point. Can one define a group
space Gasx such that for an ind-algebraic space P a chiral G-action on P at x amounts
to a Gasx -action on P? Will a super extension λ of G provide a super extension of
Gasx ? In the situation of Example (ii), Gasx should be equal to G(Kx).


